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This book has a complicated genesis. For many years, I have been interested in the problem of collective action. Discussions with Brian Barry and Russell Hardin helped me to see roughly where the main problems were located, but I never seemed to get them fully into focus. Concurrently with this preoccupation, and spurred largely by proddings from Amos Tversky and Fredrik Engelstad, I became increasingly puzzled by the relation between rational choice and social norms. I discussed this problem with Pierre Bourdieu, and together we organized a conference on the topic. Once again, I seemed to make progress up to a point, and then confusion descended on me. Clearly, I was going against the grain.

The catalyst for further progress came in 1985, when Nils Elvander of the Swedish Council for Management and Work Life Issues (FA-Rådet) asked me to write a report on bargaining and collective action in the context of their project on collective wage bargaining in Sweden. I accepted in the belief, mistaken as it turned out, that my earlier work on rational-choice theory might help me explain the strategies, stratagems and outcomes of collective bargaining. It soon became clear that the complexity of these bargaining problems defies explicit modelling. My analytical skills, in any case, were not sufficient to reduce the moving, fluid process of collective bargaining to manageable proportions. In the Swedish system of collective bargaining, as I try to explain in Chapters 4 and 6, everything is up for grabs: the identity of the actors, the rules of the game, the set of payoffs, the range of acceptable arguments. The more I understood what was going on, the lower I had to set my sights. The initial aim of explanation was gradually transformed into one of ‘thick’ phenomenological description. Yet I came to see that here was a set of problems that lent themselves ideally to an exploration of the relation between individual and collective rationality, and between self-interest and social norms. Things that had been out of focus suddenly came together.

More or less simultaneously with this work I completed two other books that complement the present one. Each of them reflects an increasing dis-
illusionment with the power of reason, be it at the level of social actors or at the level of the social scientist who is observing them. In *Solomonic Judgements* I argue that rational-choice theory yields indeterminate prescriptions and predictions in more cases than most social scientists and decision makers would like to think. In *Nuts and Bolts for the Social Sciences*, written for a more general audience, I argue that the basic concept in the social sciences should be that of a *mechanism* rather than of a *theory*. In my opinion, the social sciences are light years away from the stage at which it will be possible to formulate general-law-like regularities about human behaviour. Instead, we should concentrate on specifying small and medium-sized mechanisms for human action and interaction – plausible, frequently observed ways in which things happen. If this sounds vague (and it does), I have to refer the reader to the substance of the three books for proof of the pudding.

The level of discussion may puzzle some readers. It may be too technical for some and insufficiently rigorous for others. Martin Heidegger is reported to have dismissed an argument by saying, ‘Nicht tief genug gefragt’. On the other side of the Atlantic or the Channel, dismissal often takes the form of asserting, ‘Not clear enough to be wrong’. Many of my arguments will be dismissed on both counts. I can only hope that what is lost in depth and clarity is partially compensated by variety and diversity.

I have benefited greatly from comments I received when presenting parts of this material at the European University Institute (Florence), at the Ecole Normale Supérieure (Paris), at Gary Becker and James Coleman’s Rational Choice Seminar at the University of Chicago, at the Philosophy Department of the University of California at San Diego and to the annual meeting of the ‘September Group’ in London. I am grateful to Jens Andvig, Kenneth Arrow, Lars Calmfors, G. A. Cohen, Michael Dennis, Nils Elvander, Fredrik Engelstad, Aanund Hylland, John Padgett, Philippe van Parijs, Adam Przeworski, Ariel Rubinstein and Michael Wallerstein for comments on earlier drafts of several chapters. Special thanks are due to Stephen Holmes and Cass Sunstein for making detailed written comments on the whole manuscript, to Karl Ove Moene for unfailing patience in teaching me the basics of noncooperative bargaining theory and to Aanund Hylland for doing his best to keep me intellectually honest. Steve Laymon’s skilful and imaginative research assistance has been invaluable. A final acknowledgement is owed to Thomas Schelling, whose work on bargaining and collective action serves as a model and inspiration for all who work in this area.

### Introduction: the two problems of social order

Hume wrote, in the abstract to the *Treatise of Human Nature*, that causality is the ‘cement of the universe’. What ensures order in the physical world is that events of one type invariably follow upon events of another type. In this book, I discuss the conditions for order in the social world. What is it that glues societies together and prevents them from disintegrating into chaos and war? It is a big problem, second to none in importance. I do not claim to provide a complete answer, nor are the partial answers I offer very deep ones. At the present time, the social sciences cannot aspire to be more than social chemistry: inductive generalizations that stick closely to the phenomena. The time for social physics is not yet here, and may never come.¹

I shall discuss two concepts of social order: that of stable, regular, predictable patterns of behaviour and that of cooperative behaviour. Correspondingly, there are two concepts of disorder. The first, disorder as lack of predictability, is expressed in *Macbeth*’s vision of life as ‘sound and fury, a tale told by an idiot, signifying nothing’.² The second, disorder as absence of cooperation, is expressed in Hobbes’s vision of life in the state of nature as ‘solitary, poor, nasty, brutish, and short’. Instead of referring to predictability and cooperation, economists talk about equilibrium and Pareto optimality. For reasons that will emerge later, I do not adopt this

---

¹ ‘Physics is parsimonious. A few basic ideas have a validity that extends across nature from the smallness of the atom to the vastness of the galaxy. Furthermore, these basic ideas capture a variety of factual information in the network of logical connections between them. The person who sees charm and beauty in the ideas of physics may see no enchantment whatsoever in chemistry. Lacking the simple predictive principles that are the stock in trade of physics, chemists are marvelous in their ability to hold in their heads at all times a vast array of information. Physicists, on the other hand, work from a base formed by a few remembered ideas’ (Rigden 1987, pp. 36–7).

² This kind of disorder may, but need not, imply that the agents are uncertain about what to do. An agent may have a dominant strategy that leaves him in no doubt about what to do, but he may still be ignorant or entertain false beliefs about what others will do. In that case, he may feel *surprise* when the outcome materializes, but never *regret*. 
terminology. In Chapter 3 I argue that social norms ensure predictability outside equilibrium and in Chapter 5 that cooperation can lead to Pareto-inferior outcomes.

Disorder as failure to predict is dramatically illustrated by the stock market plunge of October 1987. Even though some analysts could, after the fact, truthfully say, 'I told you so', and even prove that they have put their money where their mouth was, similar Cassandras could probably have been found had the crash occurred six or twelve or twenty-four months earlier. Several writers have suggested that the stock market may be a chaotic regime, in the technical sense of a system which is characterized by three attributes that can have extremely disturbing implications for the use of econometric forecasting procedures: a) Even though a time series is generated entirely deterministically its behavior is statistically very similar to that of a system subject to severe random shocks; b) chaotic time series may proceed for substantial intervals of time manifesting patterns of behavior which seem extremely orderly, when a totally new pattern appears without warning, only to disappear just as unexpectedly; c) the presence and location of such abrupt transitions are extremely sensitive to parameter values in the underlying model, appearing and disappearing with changes in the third or higher decimal places, which are beyond anything econometrics may be able to aspire to discover.

I am not sure, however, that this is the right direction in which to look for the sources of unpredictability. The nonlinear difference or differential equations that generate chaos rarely have good microfoundational credentials. The fact that the analyst's model implies a chaotic regime is of little interest if there are no prior theoretical reasons to believe in the model in the first place. If, in addition, one implication of the theory is that it cannot be econometrically tested, there are no posterior reasons to take it seriously either.

To understand the problem of unpredictability we should look instead at the structure of social action and interaction. Sometimes people have too little knowledge about others to anticipate what they will do and hence to predict the outcome. Sometimes they have too much knowledge. Sometimes they fail to use the knowledge they have. And sometimes no amount of knowledge, however ingeniously used, can help them. Let me illustrate these four cases, assuming throughout that people are rational. In Chapter 3 I discuss how nonrational behavior may lend stability and regularity to situations that would otherwise be in hopeless flux.

Often, people have seriously incomplete information about each other's rationality, preferences and information. This need not be a destabilizing element. The president of the United States does not know whether the leaders of the Soviet Union would behave rationally in a crisis -- for example, whether they would refrain from executing a threat which, at that time, it would not be in their interest to carry out. He does not know the preferences of his Soviet counterparts. (Do they really want world hegemony? Or do they simply want to be left in peace in their own backyard?) And he does not know what their beliefs are concerning his rationality, preferences and information. If, nevertheless, the balance of terror has been fairly stable, it is probably because both parties have made worst-case assumptions about each other, acting on their knowledge about the other party's objective capabilities rather than on any assumptions about subjective states of mind. There is order and predictability in spite of uncertainty and ignorance. (Indeed, more knowledge could make the situation less stable, as explained later.) By contrast, East-West relations have not been known to be orderly in the second sense, that of cooperative behavior. Although the superpowers have avoided mutual destruction, the agreements on mutually beneficial arms reduction are recent and quite limited in scope.

Often, however, mutual ignorance is destabilizing. Consider, for instance, the cobweb cycle generated by people acting on the assumption that current prices will remain in force in the next period. If current prices exceed the equilibrium price, producers will market an above-equilibrium volume in the next period, thus forcing prices down. Assuming that prices will remain low, they will market little in the third period, forcing prices up again, and so on in a cycle that may converge to the equilibrium or diverge from it. Expectations are never fulfilled, and plans never realized. The culprit here is the producer's ignorance about consumers and about other producers. He does not know the full demand schedule. Nor does he know how other producers would react if they knew the schedule, because he does not know what they assume about each other. Under these circum-

---

3 See the interviews in Gleick (1987).
4 Baumol and Quandt (1985), p. 3.
5 This is true, e.g., of the models in Day (1983) and Bhaduri and Harris (1987).
6 See also Sen (1986).
stresses, he might as well assume that prices will remain constant, without being under the illusion that this is any kind of mathematical expectation. The status quo serves as a focal point for belief formation. Like the worst-case hypothesis, assuming perpetuation of the status quo is neither rational nor irrational. It is a maxim for decision making under uncertainty which, in this case, happens to undermine itself when adopted by many people simultaneously.

A surfeit of information can be destabilizing if it is beyond the processing capacities of the agent or organization receiving it. In a complex world, this problem arises frequently and can be quite important from a practical point of view. Theoretically, however, there is not much to say about it. It is more interesting and surprising that apparently simple strategic situations can be indeterminate if the agents are fully informed about each other, yet acquire determinacy if the information falls short of completeness. I shall illustrate this case with an analysis of games in extensive form, the putatively rational outcomes of which are determined by the method of backward induction. Since this method is at the core of the modern approach to iterated games and bargaining, both of which are discussed extensively in later chapters, any doubts about its validity will have important repercussions.

Rather than define backward induction explicitly, I shall illustrate it by means of an example. Consider the game between two players depicted in Fig. 1. There is common knowledge that both are rational: both are rational, and know each other to be rational, and know each other to know each other to be rational, and so on. The nature of the game is also common knowledge.

One player moves at a time, beginning with player I. Either he can move down and terminate the game, in which case he gets 1 and player II gets nothing, or he can decide to continue the game to the second node, leaving the next move to II. She can similarly terminate the game, ensuring 2 for herself and nothing for I, or continue the game to the third node. There, I has a choice between two ways of terminating the game. One ensures 3 to himself and nothing to the other, while the other has the opposite payoffs.

It seems clear enough what will happen: I will move down on his first play and the game will end right there. To justify this conclusion, one traditionally invokes the principle of backward induction, reasoning from the last stage of the game back to the first. At the beginning of the game, I contemplates what he would do if he were at the last node of the game tree. He would, obviously, move down rather than across. Knowing that II knows him to be rational, I anticipates that at the second node II will play down, to get 2 rather than 0, which is what she would get if she played across. But that anticipation forces I to move down in the first move, to get 1 rather than 0, which is what he would get if he played across.

This reasoning seems compelling. But it harbours a problem: why would I contemplate being at the third node? How could he ever find himself there, if rational players would terminate the game at the first node? The issue turns on the use of counterfactual arguments: under what circumstances can we draw conclusions from premises known to be false? I have argued elsewhere that counterfactuals are assertable when the additional premises used to draw conclusions from the counterfactual antecedent are consistent with that antecedent itself. We cannot, for instance, assert that in the absence of the railroad, economic growth would have been much the same because the automobile would have been invented earlier, if that assertion rests on a theory of technical change that would also allow us to predict the invention of the railroad. Similarly, we cannot assert that I will play down if the third node is reached if that claim is based on an assumption of I’s rationality which is inconsistent with that node being reached.

The question, therefore, can be restated as follows. Does there exist a set of assumptions about the players which are strong enough to allow us to infer what the players would do at various nodes in the game while also weak enough to be consistent with these nodes being reached? I have argued that the assumption of rationality and common knowledge is too strong to satisfy the second requirement. Other assumptions may, in special cases, satisfy both requirements.11

---

7 Keynes (1936), p. 151.
8 According to Stahl (1988) this method is due to Zermelo (1912).
9 The example is taken from Bicchieri (1987).
10 Elster (1978), ch. 6.
11 The following draws on Binmore (1987a), summarizing the work of Selten, Kreps and Wilson and others. See also Rubinstein (1988a) for perceptive comments.
with the belief set. In particular, could II have played across at the second node? To answer this question, he must first explain how she could make sense out of being at the second node. By virtue of the stipulated belief structure, he cannot explain it by assuming that she believes him to be irrational, but he may assume that she believes him to believe her to be irrational, for in that case she might reason that he has played across at the first node in the hope that she might do so at the second. Now, he knows that if the second node is reached, she will in fact play down, as he believes her to believe him to be rational and hence will expect him to play down at the third node. Accordingly, he plays down at the first node. The backward induction argument works, but only because the players’ rationality is \textit{not} common knowledge. If the players have less initial knowledge about each other, they can form stable beliefs about each other’s behaviour.

Assumptions 1 through 4 differ as follows. Assumption 1 stipulates that I entertains a certain subjective probability that II, while rational, is fallible. Assumption 2 stipulates that I entertains a certain subjective probability that II is an irrational automaton. Assumption 3 stipulates that if, in fact, II is rational she will be aware of I’s probability assessment and try to exploit it to her advantage, and that I knows that if II is rational she will be aware of it, and so on. Assumption 4 stipulates that the players are rational and infallible, but that their knowledge about each other’s rationality, and knowledge about this knowledge and so on, has an upper limit. Each assumption may, in special cases and under special conditions, provide what we are looking for: a theory which is strong enough to allow us to infer what rational players will do at the various nodes and weak enough to be consistent with their being at those nodes. But none of the assumptions seems to have the simplicity and generality that could support backward induction in a more general context. As a consequence, that principle itself is more vulnerable than appears at first glance.

I suspect that the last word on backward induction has not been said. In later chapters I shall, with some qualms, retain the principle, partly because I am not sure my understanding of these matters is sufficiently deep to allow me to discard it altogether, and partly because the principle may be behaviourally adequate when agents are less than perfectly rational.\footnote{13 ‘My experience suggests that mathematically trained persons recognize the logical validity of the [backward induction] argument, but they refuse to accept it as a guide to practical behavior’ (Selten 1978b, p. 133). See also Rubinstein (1988b).} The fallacy in the backward induction argument, like the fallacies in many

\footnotetext[12]{This argument is due to Bicchieri (1987).}
other counterfactual arguments, is so subtle that it may not be perceived by ordinary agents going about their business. The problem awaits further theoretical and empirical clarification.

Predictive failures may also occur because people fail to make good use of information which they have. This is irrationality rather than indeterminacy of rationality. In the 1972 presidential campaign, for instance,

on election eve a large group of the reporters following the McGovern campaign sagely agreed that McGovern could not lose by more than 10 points. These people were wire service reporters, network television reporters, and major newspaper and newsmagazine reporters. They knew that all the major polls had McGovern trailing by 20 points, and they knew that in 24 years not a single major poll had been wrong by more than 3%. However, they had seen with their own eyes wildly enthusiastic crowds of tens of thousands of people acclaim McGovern.14

Securities and futures markets also attach excessive importance to current information and insufficient importance to information about the past.15 A converse fallacy – trying too hard to understand the past – can also lead to predictive failure. For any given set of events in the past, it is usually possible, by looking around for some time, to find some other event set that correlates highly with it. If one requires a 5 per cent significance level, twenty attempts will on the average be sufficient. The chances are, however, that correlations obtained in this way will be spurious and useless for predictive purposes. ‘The price that investment analysts pay for overfitting is their long-run failure to predict any better than market averages’.16

Finally, some situations are inherently unpredictable. No matter how much or how little information the agents have, and no matter how ingeniously they use it, they will not be able to predict what others will do. I assume that for prediction among and by rational agents to be possible, the predicted outcome must be an equilibrium, that is, a state in which no agent has an incentive to behave differently. Failures of predictability may then occur for three reasons: some situations have no equilibrium; some have multiple equilibria; and some have equilibria which are too unstable to serve as the basis for prediction. The first category is not, perhaps, more than a curiosum,17 but the other two are quite important.

Games with multiple equilibria that have different winners and losers can be unfathomable. Consider a number of peasant families with plots arranged alongside each other around a lake.18 The peasants do not have enough cultivated land and would like to fell the trees on their plot, but know that deforestation may bring erosion. Specifically, erosion will occur on any given plot (A in Fig. 3) if and only if trees are felled on that plot and on the two adjoining ones (B and C). Here there are three equilibria, in each of which trees remain standing on every third plot around the lake. One equilibrium, in which trees are felled on the starred plots, is shown in Fig. 3. There is no tacit coordination mechanism, however, by which one of the three equilibria could emerge as the predictable outcome.

Voting – discussed more extensively in Chapter 5 – is another situation with multiple equilibria. The value of voting to the individual depends on how many other people vote. If everybody else votes, the individual has no incentive to do so, since the chance of his being pivotal is negligible. If nobody else votes, he has a strong incentive to do so, since he can decide the outcome by himself. An equilibrium has an intermediate number of voters, each of whom prefers voting to not voting but would prefer not voting to voting if one additional person voted. If there are n voters altogether and m voters in equilibrium, the number of equilibria equals the number of ways one can select m people from a set of n. Since m is usually small, elections with large electorates will have very many equilibria.

Average of all numbers. Decentralized wage bargaining with no holds barred could provide a real-life illustration. Assuming that firms can shift any cost increases onto consumers, workers in each industry or firm have an incentive to ask for higher wage increases than those obtained by other workers. Something like this may happen in hyperinflation.

14 Nisbett et al. (1982), p. 116. 15 Arrow (1982). 16 Fischhoff (1982), p. 345. 17 An example is the game in which each person writes down a number and the person who has written down the largest number gains the difference between his number and the
A very general weakness of rational expectation models in economics is that they tend to have multiple equilibria. For an individual, the possibility that there are several predictions he might make, each of which would be self-fulfilling, poses no problem. He can simply make the prediction whose outcome he prefers. A group of individuals who know that if they all act on one set of expectations these will come out true, and if all act on another set these, too, will be verified, are in a more difficult predicament. In special cases they may be able to coordinate their actions. If one set of expectations yields an outcome preferred by everybody, it will be chosen. Also, asymmetries of power can stabilize the situation and ensure coordination around a cooperative equilibrium. The peasants around the lake might achieve coordination through bargaining, if some of them have other plots not threatened by erosion. Because they can survive without their plot by the lake, they can credibly announce that they are felling trees on their land and that others will have to adjust to their actions. But there is no general mechanism for ensuring coordination when there are several equilibria with different winners and losers.

Many games have no equilibrium in pure strategies. Investment in research and development is a plausible example. The only equilibria such games admit consist of mixed strategies, defined as a probability distribution over a subset of the pure strategies. Now, we do not often observe people using lotteries to make decisions in non-zero-sum interactions, and for good reasons. It can be shown that in equilibria with mixed strategies an individual can do no worse for himself — although by definition no better — by using any other probabilistic combination of the pure strategies that enter into his equilibrium strategy, as long as others stick to their equilibrium strategies. The tiniest flicker of uncertainty or ignorance could then induce a shift to his maximin strategy: it will protect him if others deviate from equilibrium (as they will if they reason in the same manner) and it cannot harm him if they do not. We might expect randomization in zero-sum games, in which the equilibrium strategy is the maximin strategy, but not in the vastly more important non-zero-sum games. But the agent cannot confidently predict that others will switch to maximin, for then he could exploit that knowledge and choose the strategy that was optimal against the maximin behaviour of others. In that case, however, he would have to contemplate the possibility that others, being in the same situation, would act similarly, thus undoing the premises of his action. The situation is inherently and essentially unpredictable.

Consider now disorder in the second sense, as lack of cooperation. This is the main topic of the present book. Numerous examples will be given later, and various causes of cooperative failures will be distinguished. Here I make some introductory and classificatory remarks, distinguishing among five main varieties of cooperation: externalities, helping, conventions, joint ventures and private ordering.

Some forms of cooperation rely on the externalities created by individual action. Here it makes sense to talk about individual acts of cooperation: cleaning up litter, curtailing production (as part of a cartel agreement), voting, paying one's taxes, donating blood. People might not want to cooperate in this sense unless they expect others to reciprocate, but reciprocation is not required for cooperative behaviour to be effective. Each act of cooperation brings a small benefit to everybody, including the cooperator. Although the direct benefits to the contributor are too small to motivate him to act, given that there are costs to cooperation, it is better for all if all (or at least some) cooperate than if nobody does. Under universal cooperation, each individual is the target of many small contributions from others, adding up to an amount in excess of the cost of his contribution.

Another category I call helping behaviour: assisting a neighbour with the harvest, keeping a promise, telling the truth. On any given occasion, this need not benefit the cooperator at all. Nor are the benefits diffused over a large number of other people. Yet if all help others when they can do so at little cost to themselves, all are better off than they would be if nobody ever helped anyone. As in the first case, cooperation, if undertaken, ben...

21 This principle of 'justice according to Saint Matthew' — to him that hath shall be given — is further discussed in Chapter 2.
22 Harsanyi and Selten (1988) is a book-length attempt to confront and solve this problem. Yet as observed by Robert Aumann in his foreword to their book, 'Although the theory selects a unique equilibrium, as a theory it need not be unique'. Indeed, their solution concept may be seen as representing one of several reflective equilibria in the sense of Rawls (1971). Hence it is not clear that their theory will have much predictive and explanatory power, unless or until it is adopted by economic agents in their decision making.
23 Dasgupta and Stiglitz (1980).
24 Elster (1989a), ch. 2, has a survey of the use of lotteries in decision making. See also Rubinstein (1988a) for some further critical comments on the explanatory value of mixed strategies.
25 And even if he is (irrationally) confident that others will stick to the equilibrium, why should he do so? If he is truly indifferent among all probability combinations of the pure strategies, why should he choose the one that realizes equilibrium?
26 Helping others and keeping promises (repaying loans) are among the examples of the categorical imperative given by Kant in the Grundlegung.
norms cannot be wholly reduced to external sanctions. Olson (1965).

A third category is that of convention equilibria. As mentioned earlier, in equilibrium no one can improve his outcome by unilaterally deviating from it. An additional feature of a convention equilibrium is that no one would want anyone else to deviate from it either. (Convention equilibria are also characterized by a strict preference for one's own and others' conformity to the convention, whereas the ordinary equilibrium concept requires only weak preference.) The rule of driving on the right side of the road generates a convention equilibrium. So does the rule that governs the night life of Brooklyn wiseguys: 'Everybody who had a girl friend took her out on Friday night. Nobody took his wife out on Friday night. The wives went out on Saturday night. That way there were no accidents of running into somebody's wife when they were with their girl friends'.

Often, conventions are equivalent: it is important to have one, but it does not matter which it is. Sometimes, however, one of several possible conventions is Pareto-superior to the others. Although there is no convention that designates the person who should ring up again if a telephone call is accidentally interrupted, it would clearly be useful to have one. It could designate the person who made the call in the first place or the person who received it. Of these, the first is clearly superior, since only the person who made the first call would always know which number to call.

In other, more important cases, different conventions have different winners and losers. Legal systems are usually of this kind. Everybody would rather have some law – virtually any – than no law. Whatever the law is, and assuming that sanctions work properly, everybody would prefer to abide by the law and to have everyone else abide by it. But different groups might have different preferences as to the substance of the law. The weak and the strong, for instance, have a common interest in laws protecting property. The weak prefer a regime that assures them of private property in their own labour power and some property rights in external objects over a regime that gives them only the former right, but they also prefer that minimal regime over the absence of any regime. The strong prefer the minimal regime, which facilitates the accumulation of wealth, over the more inclusive regime, but they prefer the latter over a lawless state of nature. For the purposes of accumulating wealth, social democracy is more efficient than slavery, even though unfettered capitalism is even better. Unlike the weak, however, the strong would survive in the state of nature. Hence they can impose the minimal regime, since they can credibly threaten to withdraw to the state of nature.

A further category of cooperation is that of joint ventures, in which physical collaboration between the parties is required to produce a cooperative surplus. In these cases, unilateral action has literally no impact on the outcome. A paradigm example is the division of labour, as in Adam Smith's pin factory. The collective of workers produce more together than they could do separately, but only on the condition that all make their contribution. If one man is missing, the productivity of all the others falls to zero. Conversely, an extra man makes no difference to the output. In more general production functions there are no strict complementarities, but it remains true that a positive marginal product of a given factor requires a non-zero level of each of the other factors of production.

A wonderful example of division of labour as a joint venture is given by Garrison Keillor in Lake Wobegon Days, in which he describes Flag Day in his mythical town. Herman, the organizer of the parade, bought a quantity of blue, red and white caps and distributed them to the townspeople so that they would march through the streets as a Living Flag, while he stood on the roof of the Central Building to take a photograph. Right after the war, people were happy to comply, but later they had second thoughts:

One cause of resentment was the fact that none of them got to see the Flag they were in; the picture in the paper was black and white. Only Herman and Mr. Hanson got to see the real Flag, and some boys too short to be needed down below. People wanted a chance to go up to the roof and witness the spectacle for themselves.

'How can you go up there if you're supposed to be down here?' Herman said.

'You go up there to look, you got nothing to look at. Isn't it enough to know that you're doing your part?'

On Flag Day, 1949, just as Herman said, 'That's it! Hold it now!'

---

27 See also Popkin (1979); Elster (1985d), sec. 6.2; M. Taylor, ed. (1988); and, of course, Olson (1965).


29 It is sometimes said that social norms are convention equilibria, 'traffic rules of social life'. In Chapter 3 I argue that the similarity is superficial and misleading.


31 Actually, I do not think that law-abiding behaviour is purely a function of optimally designed legal sanctions. The law is also enforced by social norms. These may in turn be enforced by sanctions, which are not, however, legal. In Chapter 3 I also argue that social norms cannot be wholly reduced to external sanctions.
one of the reds made a break for it — dashed up four flights of stairs to the roof and leaned over and had a long look. Even with the hole he left behind, it was a magnificent sight. The Living Flag filled the street below. A perfect Flag! The red so brilliant! He couldn’t take his eyes off it. ‘Get down here! We need a picture!’ Herman yelled up to him. ‘How does it look?’ people yelled up to him. ‘Unbelievable! I can’t describe it’, he said.

So then everyone had to have a look. ‘No!’ Herman said, but they took a vote and it was unanimous. One by one, members of the Living Flag went up to the roof and admired it. It was marvelous! It brought tears to the eyes, it made one reflect on this great country and on Lake Wobegon’s place in it all. One wanted to stand up there all afternoon and just drink it in. So, as the first hour passed, and only forty of the five hundred had been to the top, the others got more and more restless. ‘Hurry up! Quit dawdling! You’ve seen it! Get down here and give someone else a chance!’ Herman sent people up in groups of four, and then ten, but after two hours, the Living Flag became the Sitting Flag and then began to erode, as the members who had had a look thought about heading home to supper, which infuriated the ones who hadn’t. ‘Ten more minutes!’ Herman cried, but ten minutes became twenty and thirty, and people snuck off and the Flag that remained for the last viewer was a Flag shot through by cannon fire.

In 1950, the Sons of Knute took over Flag Day. Herman gave them the boxes of caps. Since then, the Knutes have achieved several good Flags, though most years the attendance was poor. You need at least four hundred to make a good one. Some years the Knutes made a ‘no-look’ rule, other years they held a lottery. One year they experimented with a large mirror held by two men over the edge of the roof, but when people leaned back and looked up, the flag disappeared, of course.32

In joint ventures the parties agree on physical collaboration. Private orderings offer mutually beneficial agreements that do not depend on physical collaboration, but only on the voluntary transfer of rights for the purpose of creating a surplus. Bilateral exchange is a simple example. As in the case of joint ventures, private ordering has no place for unilateral cooperation; indeed, the very notion loses its meaning. Private orderings are often the prelude to a joint venture: before the worker mixes his labour power with the capital equipment, there is a contract transferring some of the rights over the labour power to the owner of the equipment.

Very roughly speaking, collective action theory (Chapter 1) deals with the first two kinds of cooperation, while bargaining theory (Chapter 2) deals with the last three. Collective action theory identifies the free-rider problem as the main obstacle to cooperation. Bargaining theory suggests that the main problem is failure to agree on the division of the benefits from cooperation. This is, however, to speak very roughly. A main argument of the book is that collective action failures often occur because bargaining breaks down. Often, it would be absurd to ask everybody to contribute equally to a public good. Some need it more than others, or can better afford to contribute. The size of their contributions will then be the topic of bargaining. Sometimes it is pointless or even harmful if everyone makes a contribution. Who shall contribute and who shall be allowed to take a free ride will then be the topic of bargaining. In either case, the collective action will not get off the ground if the potential contributors fail to agree. This common ground between collective action theory and bargaining theory is explored in Chapter 4.

In discussing these problems, I employ two main conceptual tools. The first is rational-choice theory, which I have discussed extensively elsewhere.33 I will not consider it explicitly here, except as a backdrop to the discussion of the other tool: the theory of social norms. I have come to believe that social norms provide an important kind of motivation for action that is irreducible to rationality or indeed to any other form of optimizing mechanism. My exposition and defence of this view are given in Chapter 3. In Chapters 5 and 6 I reconsider collective action and bargaining from the additional vantage point of the theory of social norms. The final chapter offers some further considerations and a tentative conclusion.

The reasoning is, as I said, mainly inductive. I rely heavily on examples to illustrate and flesh out the more abstract propositions, which otherwise risk taking on the kind of life of their own which haunts the social sciences like a nightmare. As a result of this inductive strategy, the exposition may at places seem rather loosely integrated. In John Marquand’s Melville Goodwin, U.S.A. someone remarks about the title character that his stories run around on the floor like rabbits. I would not be surprised if some

readers thought the same about this book. I have tried, though, to ensure some coherence by using collective wage bargaining as the main vehicle of the argument. This problem is examined in some detail in alternate chapters (2, 4 and 6). As explained in the preface, the issue of collective bargaining is actually what I began to study. When it turned out to be too difficult, I switched to the easier task of constructing a framework within which it could be discussed. As a result, wage bargaining and wage formation no longer have the status of explananda, but, more modestly, that of illustrations.

1. Collective action

Introduction

The problem of collective action, also referred to as the problem of free riding or the problem of voluntary provision of public goods, is deep and pervasive. The rational self-interest of individuals may lead them to behave in ways that are collectively disastrous. To get out of this predicament, people may abdicate their power to the state, Hobbes's Leviathan. They may also, however, achieve cooperation by decentralized, uncoerced means. This is the main topic of the present chapter. Decentralized solutions are more fundamental than centralized ones, since compliance with central directives is itself a collective action problem. In this chapter, I state the structure of the collective action problem and discuss how people might rationally want to cooperate rather than take a free ride on others. The analysis is incomplete, since nonrational motives also enter powerfully into the decision to cooperate. These are discussed in Chapter 5.

To motivate the discussion, I begin with a few examples of collective action problems. The formation of a trade union or a price cartel is a collective action problem for the potential members: all benefit if all join, but each benefits more by abstaining. Nonmembers can benefit from wage increases negotiated by the union. Defectors from a cartel can corner the market. Voting presents a problem of collective action in several respects. Those who vote mainly to elect a given candidate face the problem that unless most of the candidate's supporters vote he will lose, whereas any single vote makes literally no difference except in the unlikely event that it is pivotal.¹ Those who vote mainly to express their support of the democratic system face a similar problem, although they at least know that

¹ There are exceptions to this statement. Sometimes people vote for a certain winner in order to contribute to a landslide that will give increased legitimacy to his policy; or sometimes they vote for a certain loser in order to contribute to a decent showing. The evidence suggests, however, that this effect is secondary at best.
their vote will not be literally wasted. Cleaning up the environment and abstaining from polluting it are classical collective action problems, as are participation in community work, support of museums or public radio stations, adherence to a revolutionary movement, honesty among taxpayers or among public officials and voluntary donations of blood. The characteristic feature of all these cases is that any individual contribution generates small benefits for many people and large costs for one person — namely the contributor. Although the sum of the benefits typically exceeds the costs, so that there is a collective interest in the contribution, the costs typically exceed the benefit to the contributor, so that there is no individual interest in its being made.

All of these standard examples involve interaction among physical individuals at one point in time. More complex cases involve legal rather than physical agents — for example, trade unions, corporations or states. While each of these may represent the successful overcoming of a collective action problem among the members, their interaction may cause new problems. Sometimes it might have been better for all if the original problems had been left unsolved. In Chapter 4 some cases of this kind are considered in greater detail. Also, we may define collective action problems that involve agents living at different times. The problem of saving, for instance, may to some extent be seen as an intergenerational collective action problem: it is better for all generations if all save something for their successors than if none do, but for each generation it is tempting to live off the capital handed down to it by the past without contributing anything to the future. Most of the discussion here will be directed towards the standard examples, but I shall also consider more complex cases.

The impact of collective action on wage determination illustrates these complexities. In the first place, employees face a collective action problem when facing the employer. Other things being equal, they do better when organized, but each worker can do even better by staying on the sidelines. If they succeed in organizing themselves, however, other things may not remain the same. In particular, employers may be provoked to create formal organizations to protect their collective interests. It is not obvious that the collective of workers facing a collective of employers will do better than individual workers facing individual employers in a competitive market. In the second place, the workers face a temporal problem. If on each occasion they extract the maximum from the employers, the firm may invest less and there will be less to extract in the future. A succession of myopic trade union leaderships may cause the workers at all times to do worse for themselves than they would have had the leaders been more farsighted. In the third place, the proliferation of unions may lead to higher-order collective action problems. Any given union, for instance, need not take account of the inflationary impact of high wage claims since its members spend but a small part of their income on the products of their firm or industry, but all unions may be hurt when all act in this way. In Chapter 4 I consider these problems at some length.

Before turning to the standard collective action problem, I shall consider an important nonstandard case, further discussed in Chapters 3 and 5. This is the intertemporal, intrapersonal collective action problem that underlies central cases of weakness of will. Sometimes people voluntarily do things that will be bad for them in the long run, like smoking, drinking or overeating. Or they abstain from doing things that will be good for them in the long run, like saving or exercising. What is preferred at any given time has bad effects when done at all times. The analogy to the standard collective problem should be clear.

In general, weakness of will means to act against one's better judgement, or to do what one believes that, all things considered, one should not do. The phenomenon, in other words, is characterized by these features. (a) There is a judgement that $X$ is good. (b) There is a judgement that $Y$ is good. (c) There is a judgement that, all things considered, $X$ is better than $Y$. (d) There is the fact that $Y$ is chosen. A central issue in recent philosophy has been to formulate a correct description of this phenomenon and to find its causal conditions of possibility. Of the contending accounts, I believe that Donald Davidson's analysis comes closest to getting it right. He argues that in weak-willed behaviour the proper causal connections between the agent's desires and beliefs, on the one hand, and his action, on the other, break down. The desires do not cause the behaviour qua reasons for it, but in some other way, qua sheer psychic turbulence. When the weaker reason wins out, it is because it is in one sense the stronger, not qua reason but qua emotional excitement or motivational force.

Weakness of will thus defined is a purely formal conception and has

2 Olson (1965).

no substantive implications about the kinds of motives that might be involved. In some contexts \( X \) could be a long-term gain and \( Y \) a short-term benefit, while in other situations the converse could be true. Also, time need not be involved at all. \( X \) could be the benefit to my neighbour and \( Y \) some gain to myself, or vice versa. Behaviour guided by social norms can be a form of weakness of will. Even when I know that the total benefit to others of an act of cooperation is smaller than the costs to myself, a norm of fairness might, against my better judgement, compel me to perform it. My norm-generated passion for revenge might get the better of me, against my own better judgement. I return to this problem in Chapters 3 and 5. Here, however, I focus on the special but important case in which \( Y \) is short-term and \( X \) is long-term benefit.

Note first that a preference for the present over the future is neither a sufficient nor a necessary condition for weakness of will. The non-necessity follows from what was just said. The nonsufficiency is also obvious. A person who lives totally in the present displays no weakness of will, since there is no conflict of interest and hence no possibility for the stronger reason to lose out. And even when there is a conflict, the person may well think that the short-term gain is to be preferred, all things considered. The fact that I know that but not when I shall die makes it rational to weigh the present somewhat heavier than the future. In fact, even when the future is discounted more heavily than what is justified by the consideration of mortality tables, weakness of will need not be involved.

To see this, consider Fig. 1.1. In these diagrams, a person has the choice between an early, small reward \( A \) and a larger, delayed reward \( B \). The choice has to be made at the time when \( A \) becomes available. The curves represent the present value of \( A \) and \( B \) at various times before their becoming available. The more distant the future time at which they become available, the lower is their present value. At any given time, the person's preference between these options is derived from a comparison of their present values at that time: he prefers the opinion with the largest present value. Exponentially declining time preferences, as in Fig. 1.1A, have the following important property. If at one point in time the person prefers the (present value of the) earlier, small reward to the (present value of the) larger, delayed reward, then he does so at all points in time. For reasons that I shall make clear in a moment, I take this to imply that the preference for the smaller reward is his all-things-considered judgement. There is a conflict of values, since the person also feels the attraction of the larger reward, but he decides that on balance he would rather have the smaller one.

If the present value of future rewards declines faster than exponentially, as in Fig. 1.1B, we have a case of weakness of will, represented by the cross-over point between the curves. Well in advance of the time of choice, the person prefers the larger, delayed reward, but when the moment of choice approaches he comes to prefer the earlier one. It is reasonable to assume that what he thinks ahead of time represents his reflected all-things-considered judgement, and that he simply loses his head when the temptation of the short-term reward becomes imminent. George Ainslie, on whose work I draw heavily here, argues that in human behaviour nonexponential time preferences are the rule rather than the exception.\(^5\)

The cases that concern me here have two important additional features. First, the choice is not between one small early reward and one large delayed reward. If we reflect on cases like smoking or jogging, it is clear that on each occasion the choice is between one early reward and many later rewards. If I skip jogging one morning, I have the immediate benefit of...
staying in bed. By jogging, I make myself slightly better off at many later times. The (discounted) sum of all the small later rewards can, however, be represented as one large later reward, to which the above reasoning then applies. Second, the choices in question arise over and over again. Each morning I have to decide whether to stay in bed for an extra half hour or go jogging instead. There is, in other words, an extended sequence of choices, each of which has an extended sequence of consequences.

The diagrams in Fig. 1.2 represent the consequences of yielding to temptation (NN) and of not doing so (MM). Here the utility measured on the vertical scale is instantaneous utility, excluding pleasures of anticipation and memory. The ‘prudent’ utility profile MM serves merely as a reference point, and hence can be drawn as a horizontal line without loss of generality. The profile NN has a downward slope for two reasons. In addition to the negative externalities that are my main concern here, the benefits of most noxious activities decrease with repetition. The diagrams cover a certain span of time, which may be seen as roughly coterminous with an adult life.

If weakness of will were strictly analogous to the interpersonal collective action problem, I should be worse off at all times if I always, say, smoked then if I never did so. The asymmetry of time and the finitude of human life destroy this analogy, however. In a group of individuals, each can impose negative externalities on everyone else. In a succession of ‘selves’, earlier selves cannot be hurt by the later ones. (Remember that I am excluding pleasures and pains derived from anticipation, just as in the similar analysis of interpersonal collective action problem I shall exclude altruistic pleasures.) When I start smoking, I am, for a while, better off than if I had never begun. Beyond the point where the pleasure of current smoking is exactly offset by the cumulative damage done to my body by earlier smoking, I am consistently worse off under the NN profile than under the MM profile.

What should I do? What will I do? If my only options are always smoking and never smoking, I should compare the area under the curves MM and NN in Figs. 1.2.A and 1.2.B and choose the profile that encloses the largest area. In Fig. 1.2.A I should never smoke; in Fig. 1.2.B I should always smoke. But this always-or-never framing of the problem is not adequate. I could, for instance, start smoking so late in life that I am always better off by smoking than I would have been by not smoking. This case is illustrated in Fig. 1.2.C. More to the point, as we shall see in Chapter 3, I could try to limit my smoking to, say, five cigarettes a day, getting the exquisite pleasure from a rare cigarette without causing substantial damage to my health. Whatever its shape, there must be some temporal profile of smoking and not smoking that maximizes lifetime utility, keeping other things constant. Assuming I know what that profile is, will I choose it? If I am subject to weakness of will, I will not. Instead, I will yield to temptation on each occasion, thereby making myself worse off at (almost) all times than I would have been had I abstained or chosen the optimal profile.

\[\text{Fig. 1.2}\]

---

6 For a fuller discussion of these phenomena and their interaction with time preferences, see Steedman and Krause (1986) and Elster (1985b).

Defining collective action

A collective action problem can be stated as an *n*-person noncooperative game. This means, crucially, that the players make their choices independently of one another. There are no external mechanisms for enforcing commitments or promises. I will not always assume that the choices are independent in the sense of being made simultaneously. For some collective action problems, like voting, this is a natural assumption to make. For others, such as building a mass movement, it is crucial that contributions can be made at different times, since the efficacy of a contribution and hence its motivating power may depend on the number of contributions already made. Even in sequential choices, however, decisions about whether and when to join are sometimes made simultaneously at the outset. 

Successive actions may reflect simultaneous decisions.

Convenient simplifying assumptions (to be questioned later) are the following. Each agent has the choice between two strategies, which will be referred to as Cooperation and Defection. (Randomized strategies are not allowed.) 

As a result of their choice, a certain outcome is produced. Usually we may think of the outcome as the amount of a certain public good\(^8\) that is made available or, if it is indivisible, the probability that it will be made available. The agents are assumed to be identical and interchangeable. This implies, first, that all that matters for the outcome is the *number* of cooperators, not their specific identity or their place in the social structure\(^9\) and, second, that they have the same preferences over the outcomes. I assume, in other words, that the independent variable is dichotomous – Cooperate or Defect – and that the dependent variable is a continuous function of the number of agents who cooperate. It is often assumed that discontinuous public goods, or ‘step goods’, offer special analytical problems.\(^10\) Many of these evaporate, however, since it is seen that the probability of the step good being provided often varies continuously with the number of cooperators. 

Thus if a group of citizens face the collective action problem of lobbying to prevent their local school from being closed, each contribution to a campaign can make a (small) difference to the likelihood of that outcome, even though the good itself is an indivisible one.\(^11\)

Although the assumption of a dichotomous independent variable – the decision to cooperate – is convenient for many purposes, it is often unrealistic. Often, the problem facing the actor is not whether to contribute, but *how much* to contribute. Even when the choice itself is dichotomous, the problem facing the observer is often not whether the individual will contribute, but *how likely* it is that he will do so. Explaining tax evasion illustrates the first point. Explaining voting behaviour illustrates the second. Both problems are discussed in Chapter 5.

To define the collective action problem, I shall consider only the direct benefits an agent derives from his consumption of the public good. These are what I shall call ‘selfish, outcome-oriented benefits.’ To explain successful collective action we may have to take account of a larger set of benefits, which I postpone for later discussion.

I begin with a survey of various ways of defining a collective action problem:

1. We may define it very broadly, as any binary choice situation in which it is better for all if some make one choice – the cooperative choice – than if all make the other choice, although better for each to make the latter.\(^12\)

2. We may define it more narrowly, as an *n*-person Prisoner’s Dilemma in which it is better for all if all cooperate than if nobody does so, yet better for each not to do so.

3. We may define it even more narrowly, as an *n*-person Prisoner’s Dilemma in which it is *best* for all if all cooperate, yet better for each not to do so.

In Chapter 5 I consider some implications of the first, broader definition. In this chapter, I mainly use the second definition. First, however, I shall briefly discuss how even the broadest definition might be further relaxed.

4. One might weaken the condition that there exists a level of (possibly universal) cooperation that makes *everybody* better off. As an example, consider corruption, further discussed in the concluding chapter. Although

\(^8\) I will not attempt to provide a definition of a ‘public good’, except to note that for my purposes what matters is defacto nonexcludability. Thus a wage increase is a public good if, for whatever reason, it cannot be restricted to those who struggled to bring it about.

\(^9\) To see how the place of the agents in the social structure could be important, consider the collective action problem that arises for people who are asked to be on the look-out for crime and violence that may take place in their street. The action will be more efficacious if there is someone keeping watch in every third house down the street than if all keep watch in the first third of the houses in the street.


\(^11\) I take this example, as well as the idea of using probabilities as the dependent variable, from Oliver, Marwell and Teixeira (1985).

\(^12\) Barry (1985).
a society without corruption is, in an obvious sense, better than a society in which everybody is corrupt, it is usually false that everybody would be better off under the former regime. Powerful individuals benefit so much from corruption that they would, on the whole, lose from its abolition. True, the social product would increase, but their share of it would decline so dramatically that they would be left with less. It is somewhat misleading, therefore, to represent the struggle against corruption as a collective action problem in the standard sense of the term. One might relax the definition by requiring that almost everybody be better off under the optimal level of cooperation than under universal noncooperation, or even limit oneself to requiring that average utility be higher. But in the latter case we have moved very far away from collective action as traditionally conceived. In particular, the contrast between individual and collective rationality disappears. I will not, therefore, adopt this ultrabroad definition. Average utility will nevertheless play an important role in the reasoning. We may note, in this connection, that the presently discussed definition is the appropriate one for the intrapersonal collective action problem.

5. Next, we could relax the condition that noncooperation be a dominant individual strategy. This condition would not be appropriate, for instance, when only cooperators benefited from cooperation. Consider two problems created by public transportation. The choice between taking the bus and driving one's own car is a standard collective action situation, due to externalities of congestion. The choice between taking the train and driving to work on an uncongested highway could create a different problem. If everyone took the train, fares would fall so much that nobody would want to drive to work. If few took the train, the high fares would induce private driving. Note, however, that as more and more people switched to the train, car drivers would not gain anything since by assumption the road was uncongested even when everybody was driving. It is better for all if all take the train than if none do, but beyond a certain point it is not better for each to drive.14

The condition that noncooperation be dominant is also inappropriate when one or more of the actors would be willing to provide the good single-handedly. A shipowner with many ships might benefit so much from a lighthouse that it would pay him to construct it without any contribution from others, who could then free ride on his effort. There might even be two shipowners each of whom would be willing to build the lighthouse if the other did not. Although it remains true that it is better for all if some cooperate than if none do, it is not unconditionally better for each not to cooperate.

6. Finally, there can be collective action problems even if nobody is made worse off by defection. A Hungarian coffee shop begins to offer high-quality coffee to customers who are willing to pay a bit extra. As the shop has a limited quota of coffee beans, each customer who pays the high price creates an externality for the customers who pay the official price. The official cups of coffee being increasingly diluted, more and more customers are willing to pay the premium. Yet as more and more do so, the quality of black-market coffee approaches the initial quality of the ordinary coffee. In the end, everybody pays the higher price for coffee of ordinary quality. It would appear, therefore, that everybody has lost, in a standard n-person Prisoner's Dilemma. The twist to the story is that because of cognitive dissonance reduction, nobody experiences any subjective loss. Since they are paying more for the coffee, it must be better, they tell themselves, than it used to be. Although there are limits to how far perceptions can deviate from reality for the purposes of justifying past effort or expense, this case might well be within the range of psychologically feasible adjustments. The Prisoner's Dilemma yields a Pareto improvement: the shopkeeper gains more and the customers are happy.

The technology of collective action

To make it easier to understand the collective action problem, I shall use, here and in later chapters, the convenient diagrammatic representation introduced by Thomas Schelling. Figure 1.3 indicates how in a group of n + 1 individuals the utility payoff to a given individual varies as a function of his own behaviour and that of the others. The behaviour of others is indicated along the horizontal axis, which measures the number of cooperators. If the individual is a cooperator, his utility, measured along the

13 This amounts (at least roughly) to saying that the winners from cooperation should be able to compensate the losers and still retain a net benefit.
14 This is an Assurance Game (Sen 1967) with universal driving as one equilibrium and universal train riding as another, Pareto-superior equilibrium.
15 This is a game of Chicken, n-person generalizations of which are discussed in Taylor and Ward (1982) and Hampton (1987).
16 The following draws on Galasi and Kertesi (1987).
18 Schelling (1978), ch. 7.
vertical axis, is indicated along the $R$ lines in the diagrams. If he is a noncooperator, his utility is measured along the $L$ lines. We see that the $L$ and $R$ lines intersect the vertical axes in the order which defines the ordinary (two-person) Prisoner's Dilemma: the most highly preferred outcome is unilateral noncooperation (free riding), the next best is universal cooperation, the third best universal noncooperation, while the worst outcome is unilateral cooperation (being exploited). As in the two-person case, noncooperation is a dominant strategy, since the $R$ line is everywhere above the $L$ line.

As we shall see, there is in general no reason why the $L$ and $R$ curves must be parallel, or even straight lines, or even (see Chapter 5) monotonically increasing lines. Figure 1.4 shows two cases in which the $L$ and $R$ functions are nonparallel straight lines.

We can now define two threshold levels for collective action, represented by points $A$ and $B$ in the diagrams. Point $A$ is the threshold for self-sustaining cooperation: if there are at least $A$ cooperators, each of them will do at least as well for himself as in the state of universal noncooperation. The noncooperators will, of course, do even better. Point $B$ is the threshold for Pareto improvements. If there are fewer than $B$ cooperators, universal cooperation will improve the outcome for everybody — cooperators and noncooperators. With more than $B$ cooperators, the noncooperators will be better off free riding than they would be under universal cooperation. All states to the right of $B$ are Pareto-optimal.

To each threshold we may associate a particular kind of stability and instability. Imagine that a subset of the group has agreed to cooperate, but that they turn out not to be self-sustaining. Even if they are bound to each other with the strongest bonds of loyalty, they will perceive that cooperation is pointless – it is essentially dissipated among the noncooperators – and disband. Imagine next that there are fewer than $B$ cooperator. The noncooperators might then perceive the attraction of universal cooperation in a way that they would not if the number of cooperators grew beyond $B$. Conversely, cooperation may be stable to the right of $A$ and noncooperation stable to the right of $B$. In Fig. 1.4.1, where $A$ is to the left of $B$, we first have a region where both cooperation and noncooperation are unstable, followed by a region with stable cooperation and unstable noncooperation, followed by a region in which both are stable. In Fig. 1.4.II the intermediate region has unstable cooperation and stable noncooperation. Here the term ‘stability’ is not used in a technical and precise sense, but only to suggest certain dynamic possibilities. Whether these will be realized depends on further motivational considerations, extensively discussed below.

More complicated structures are shown in diagrams D and E in Fig. 1.5 (from Schelling). For the time being I will not question the assumption that the $L$ and $R$ curves are constrained to be monotonically increasing, that is, that an additional act of cooperation always makes a positive contribution to the public good in question. We must, however, ask what underlies the various shapes of the curves illustrated in diagrams A through

\[ 19 \text{ The dotted lines in the diagrams are explained later.} \]
For Fig. 1.5. For this purpose, we may begin by noting that the L curves indicate the per capita benefit (or expected benefit, if the dependent variable is a probability) of the public good created by the collective action. This benefit is received by cooperators and noncooperators alike. The noncooperators receive this benefit in its entirety, without any cost to be subtracted. The cooperators, by contrast, receive it net of the costs of cooperating. These costs, therefore, are equal to the distance between the L and R curves.

The Schelling diagrams, while extremely useful, are also somewhat misleading, in suggesting that the L and R curves are the fundamental aspects of the situation. A more accurate procedure would be to derive these curves from the more basic technology of collective action, represented by cost and benefit functions. The cost of a contribution to collective action may be an increasing, a constant or a decreasing function of the number of cooperators. Similarly, an additional contribution towards the public good creates an additional per capita benefit which may increase or decrease with the number of contributions already made.

Increasing costs can arise in cases of congestion. When many people join calling-in campaigns to support public television, the line becomes busy and the waiting time to get through increases. Also, if the public good in question is a public bad for other people, they might want to make cooperation more costly as the number of cooperators rises to the point where their activities become dangerous. One could imagine the police in an authoritarian regime tolerating a few isolated dissenters, but cracking down hard on them when they began amounting to an organized opposition. Constant costs are illustrated by abstention from littering: the cost to me of not throwing my cigarette on the sidewalk does not depend on what others do. Decreasing costs can derive from the strategy of 'swamping the appetite of predators'. When a given police force has to spread itself more thinly over an increasing number of revolutionaries, the cost to each of the latter goes down.

We must distinguish between two senses of 'costs of contribution'. First, there are the costs to the contributor; second, there is the sum total of costs created by an additional contributor. If the costs of contribution are nonconstant, an additional contributor can increase the costs for everyone else – or decrease them. In the selfishly individual calculus the latter possibility is irrelevant, but for moral purposes it might be important. In later discus-

---

20 Here I rely again on Oliver, Marwell and Teixeira (1985). The term 'technology' must be taken in an extended sense, which includes both the physical production function and the utilities of inputs and outputs. A given physical input (a certain number of contributions) gives rise to a certain physical output (or a certain level of probability of the public good) which in turn gives rise to a certain level of utility (or expected utility) for the individual. Hence the utility is a function of a function of physical input. Similarly, the cost of contributing can be measured in physical units (time or money), which must then be assessed in utility terms so as to make comparisons with benefits possible.

21 Constant marginal benefits are an unlikely case, since they would require both production functions and utility functions to be linear or, if nonlinear, to offset each other exactly to give a linear end result.


23 The official task of the police is, of course, to increase the costs of noncooperation. See the later discussion of selective incentives.
sions I usually, but not invariably, assume that costs are constant, so that these two definitions give the same result. In this connection a word should also be said about opportunity costs of contributions to collective action. Even when a person, by making a contribution, makes others better off than if he had done nothing or, in the limit, if he had not existed, it could happen that he would have benefited them even more by doing something else. Instead of joining the protest march he could have stayed in his café and comforted the tired marchers by selling them hot chocolate. By joining the march, he adds to the costs of others.

Increasing marginal benefits can be illustrated by the cleaning of litter from a beach: the last bottle that is removed makes a greater aesthetic difference than the penultimate one. As a second example consider the creation of a community center: ‘Hours and dollars have to be spent buying the land and materials and building the structure before the last few hours of painting it and furnishing it produce big payoffs in having a place to meet’. Decreasing marginal benefits are frequent. ‘A simple substantive example . . . might be calling city hall about a pothole in a middle-class urban area: the first person who takes the time to call makes the probability .4 that the hole will be fixed, the second raises it to .7, the third to .8, the fourth to .85, the fifth to .88’, and so on. In general, the benefit function can be expected to be S-shaped, with marginal benefits first rising and then decreasing. The benefits may even become negative – acts of cooperation may actually harm others or deprive them of benefits which the cooperators would otherwise have provided. Examples are given in Chapter 5.

The most frequent type of collective action problem is probably that in which costs are constant and benefits first rise slowly, then more rapidly and then more slowly again. The net benefits – and average benefits per group member – first decline, then rise and then decline again. Figure 1.6 shows gross total benefits, total costs and net total benefits of cooperation as a function of the number of cooperators. Total (and average) net benefits are maximized when the marginal benefit of an extra act of cooperation is equal to the (constant) marginal cost, that is, where a parallel to the cost line is tangential to the gross benefit curve.

The dotted lines in Fig. 1.5 also represent average net benefit to all group members – cooperators and noncooperators – as a function of the number of cooperators. By definition, these are constrained to be overall increasing: they begin at the point of universal noncooperation and end at the point of universal cooperation. Unlike the L and R curves, the average-benefit curves need not be monotonically increasing, but can contain declining stretches. The diagrams show cases in which a small number of cooperators actually reduce the average benefit to below the level of universal noncooperation and cases in which the last people to join the collective action have a similarly negative impact. These phenomena arise because the costs to the cooperator are so high that they not only offset the benefit to the cooperator himself (this is always the case in collective action
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problems), but even exceed the sum total benefits generated by his contribution. Isolated acts of protest, for example, are often very costly to the individual and have little impact on the probability that the relevant public good – be it a wage increase or freedom of speech – will be provided. They may be pointless not only from a selfishly rational point of view, but even from the utilitarian point of view which is guided by total or average benefit. As I said, we shall also find cases in which the L and R curves themselves have declining stretches, either with few cooperators or with nearby universal cooperation.

This concludes my statement of the collective action problem. I now discuss possible solutions to the problem, by which I mean possible explanations of the fact that successful collective action sometimes does occur. They are not, or only marginally, recipes for engineering collective action.

**Rational cooperation**

Any explanation must rest on an analysis of the beliefs and motivations of individual agents. The explanandum, properly stated, is *individual participation* in collective action, that is, individual choice of the cooperative rather than the noncooperative strategy. One must emphatically not try to explain successful collective action in terms of the benefit it brings to the group. Even though by assumption it is better for all if all cooperate than if none do, it is also true by assumption that it is even better for the individual – at least in terms of the restricted set of benefits we have been discussing so far – to abstain from cooperating. Hence ‘group rationality’ is of no avail in explaining collective action. These gestures in the direction of methodological individualism will have to suffice for the present purposes.27

I shall focus on the analysis of individual motivations, whereas beliefs will be relegated to second place. The importance of beliefs for the explanation of collective action is twofold. First, each potential cooperator must have some idea of the technology of collective action – the benefits and costs of contributing at various levels of cooperation. Second, he must form an estimate of what that level is likely to be – an estimate, that is, of the expected number of other cooperators. Each of these beliefs is heavily shrouded in uncertainty and subject to cognitive and motivational biases.

To the extent that people have any idea of the technology of collective action, it probably amounts to no more than an estimate of the difference between universal cooperation and universal noncooperation, as well as a notion that individual cooperation is pointless at or close to either extreme. To the extent that potential contributors are at all influenced by the expected number of other contributors, their beliefs may be parametric or strategic. Voters, for instance, may assume that turn-out will be the same as in the last election.28 Or they may expect turn-out to be low if one candidate is predicted to be a certain winner. Either belief may also be shaped by wishful thinking: a worker may have excessively optimistic beliefs about the wage concessions that a united collective may wrest from the employers or about the number of other workers that are likely to join him in the strike. I will not offer a general account of belief formation, but touch on the issue when necessary.

I shall propose a typology of individual motivations that rests on a number of heuristic distinctions. First, I distinguish between rationality and social norms as motives for cooperating. I need not spell out at length what I mean by rationality, but only indicate that I use a minimalist notion of rationality, as consistent, future-oriented and instrumentally efficient behaviour. Second, I distinguish between selfish and nonselfish motivations. Within the former we may further distinguish between outcome-oriented and process-oriented motivations. Within the latter, I distinguish between positive and negative orientations towards others – between altruism, on the one hand, and envy and spite, on the other. The main categories are set out in Fig. 1.7.29 In theory, there might also be a category for rational, nonselfish, process-oriented motivations, based on altruism or envy. A person might join collective action to promote or obstruct the process benefits of other people. These phenomena may occur, but probably too infrequently to merit separate consideration.

With one exception, the first member of each dichotomy has a certain methodological primacy over the second. (a) We have learned from Don-
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27 See also Popkin (1979); Elster (1985d), sec. 6.2; M. Taylor, ed. (1988); and, of course, Olson (1965).

28 Cf. the remarks on the cobweb cycle in the Introduction.

29 In Elster (1985a) I wrongly assimilated process benefits and social norms under the common heading of 'non-outcome-oriented motivations'. In Chapter 3 I argue that social norms are, in fact, not outcome-oriented, but in a sense different from that in which process benefits are not outcome-oriented. People who join collective action to reap the pleasures of participating are oriented by that goal, although they may not care about the further goal of consuming the public good. To the extent that people are motivated by social norms they do not care about either goal, or indeed about any goal at all.
ald Davison that local irrationality can be imputed only on a broad background of rationality.\(^3^0\) It is logically consistent to imagine that everyone always acts rationally, but not that everyone always acts irrationally. (b) Similarly, it is possible to imagine a world in which everyone always acts exclusively for his own selfish benefits, whereas a world in which everyone always acts exclusively for the sake of others is an incoherent notion. The second-order values of altruism and morality are parasitic on the existence of some first-order benefits; for instance, the second-order pleasure from giving presupposes an expected first-order pleasure of the recipient. (c) Later I also argue that process values are, in a somewhat different sense, parasitic on outcome values. (d) By contrast, altruism and envy are on a par, neither having a logical primacy over the other.

The primacy of selfish and outcome-oriented motivations is a purely methodological one, with no implications for the empirical frequency of the various types of motivation.\(^3^1\) It might conceivably be the case, for instance, that almost all individuals in a given society got their happiness from contemplating the first-order pleasures of a single individual in their midst (and the higher-order pleasures thus generated).\(^3^2\) Also, the process benefits of action might be much larger than the outcome benefits and in that sense ‘more important’, although the latter are ‘more important’ in the sense of being logically primary.

Hence when trying to explain individual participation in collective action, one should begin with the logically most simple type of motivation: rational, selfish, outcome-oriented behaviour. If this proves insufficient to explain the phenomena we observe, we must introduce more complex types, singly or in combination. In this chapter I consider only rational motivations, based on self-interest or altruism. The discussion of nonrational motives is postponed until Chapters 3 and 5. In Chapter 5 I also address the important and neglected issue of mixed motivations, by which I mean cases in which successful collective action is made possible by the interaction of individuals who participate for very different reasons. The discussion of envy is postponed until Chapter 6 and, especially, the concluding chapter.

**Rational, selfish, outcome-oriented motivation**

It might seem as if individuals with this type of motivation would never cooperate, since by assumption they would have defection as a dominant strategy. In the collective action literature, however, there are several attempts to argue that under certain conditions these individuals might find cooperation to be in their interest. Some of these attempts amount to changing the nature of the decision problem, whereas others argue more subtly, that even in the unadulterated Prisoner’s Dilemma, cooperation might emerge as being in the long-term interest of the agents. I shall discuss these in turn.

In his classic discussion of the problem, Mancur Olson argued that collective action might come about in two ways. Either one of the agents would have a sufficiently large interest in the public good to provide it single-handedly, even though he would then be exploited by the others. Or some subset of the agents might be able to force or induce the others to cooperate, by providing them with negative or positive selective incentives. These are incentives which are contingent upon the behaviour of the agent, unlike the public good, which is available to everyone if it is provided at all. Negative incentives or punishments are linked to noncooperative behaviour, whereas positive incentives or rewards are linked to cooperative choices. In trade union formation, negative incentives have varied from social ostracism to the use of violence against strikebreakers or un-
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\(^{30}\) Davidson (1980).

\(^{31}\) The first argument is an exception: for irrational behaviour to be a meaningful notion, people must act rationally almost all the time.

\(^{32}\) Imagine a group of individuals in a room with hedonometers attached to their heads. Initially, all the hedonometers are dimmed. Then one individual picks up an apple and begins eating it, whereupon his hedonometer starts glowing. When the others notice this effect, their hedonometers light up too. Moreover, when they look around at each other, the spectacle of many lights makes the hedonometers glow even more strongly, and so on.
organized workers. More recently, unions have been able to demand a ‘collective bargaining fee’ from nonmembers who benefit from negotiated wage increases, thus effectively eliminating the free-rider option. Positive incentives can take the form of favourable insurance schemes available only to union members, pension plans, access to union leisure centers and the like.

The use of selective incentives could have strong or weak effects, by which I mean that it could make cooperation either a dominant strategy or, more weakly, an equilibrium strategy. Consider Fig. 1.8.1.

A small negative incentive or a small positive incentive would have the effect of shifting the L and R curves towards each other, so that universal cooperation would now be preferred to unilateral defection, but universal defection would remain preferred to unilateral cooperation. Hence universal cooperation would, in addition to universal defection, become a new equilibrium point. We can well imagine that in early stages of unionization the costs of cooperation imposed on the worker by his employer were larger than the punishment for noncooperation imposed on him by his fel-

33 Chen (1986) offers an account of the Chinese revolution that strongly emphasizes the Communist leaders’ use of negative selective incentives in recruiting peasants to the movement.

34 The ‘right-to-work’ laws that have been passed in many American states amount to a license for free riding. See Eissinger (1975) and Haggard (1980).

35 In contrast to Chen (1986), Popkin (1979) strongly emphasizes the use of positive incentives by the Vietnamese Communist leaders in recruiting the peasants.

36 The incentives would have to be stronger for cooperation to become a dominant strategy, since this would require the R curve to lie about the L curve everywhere.

low workers, whereas with growing unionization the reverse inequality holds. Figure 1.8.II illustrates the converse possibility. Here, small selective incentives might induce a few cooperators but cease to be efficacious when dominated by the steeply rising costs of cooperation. If rural evolutionaries try to recruit the peasantry by selective incentives, they may succeed initially but soon discover that the authorities are able to impose far higher costs on cooperation.

In the presence of selective incentives Fig. 1.8.I has one all-cooperative and one all-defecting equilibrium. Figure 1.8.II has neither. Both have a number of mixed equilibria, in each of which the number of cooperators is defined by the intersection between L and R or between L’ and R. Note that in Fig. 1.8.I the partially cooperative equilibrium induced by punishment (the intersection between L’ and R) is worse for all than universal unpunished noncooperation. The mixed equilibria are unstable in Fig. 1.8.I, but stable in Fig. 1.8.II. Let us characterize cooperation as individually accessible if it is in the interest of an individual in a noncooperative state to take the first step towards it and as individually stable if it is not in any individual’s interest to take the first step away from it. In Fig. 1.8.II partial cooperation is individually accessible and individually stable. In Fig. 1.8.I full cooperation is individually stable but not individually accessible. To get there on a purely voluntary basis, individuals must be able to anticipate that others will cooperate. To do so, something like common knowledge about their situation is required – a condition that is rarely satisfied in social life. In the collective action problem without selective incentives, coordination is of course neither individually stable nor individually accessible.

Consider corruption in the light of these distinctions. There is a striking variety in the extent of corruption in different countries. In some it is almost absent, in others it is rampant and in intermediate cases it is frequent but not crippling so. To explain the variation, economists typically look for differences in opportunities, institutions and incentive structures, while sociologists are likely to search for differences in norms, values and traditions. The intermediate cases provide perhaps the strongest argument for the sociological explanation: people in a given society face the same institutions but may have different values. The preceding discussion suggests a third possibility: people may have similar values, within and across so-

37 Formally, it represents an n-person Assurance Game (Sen 1967).
cieties, and similar institutional structures and yet, for accidental reasons, end up in different equilibria. The intermediate cases provide a valuable methodological lesson: even when people face identical external opportunities, we should not infer that differences in behaviour must reflect different preferences. Frequency-dependent equilibria are quite possible. I shall have more to say about corruption in the concluding chapter.

The choice between rewards and punishments as selective incentives depends on the technology of the collective action. If it is important to have nearly universal participation (i.e., if the average-benefit curve does not flatten out before almost everybody has joined), reliance on rewards can be very costly since they actually have to be paid out. There is little point in collective action if the gains are wiped out by the costs of inducing people to participate. It may then be more efficient to rely on punishment, which works mainly by deterrence and only secondarily by actual administration. Punishment is cheaper than reward, because anticipation replaces implementation. Conversely, when there are large benefits from the first contributions and then rapidly decreasing marginal benefits, reliance on rewards may be more attractive — if it is technically and morally possible to withhold them from some of the would-be cooperators. A dilemma can arise if withholding is impossible. One might then have to induce universal participation by punishing noncooperators, even if the optimal number of cooperators is a substantially smaller subset.

The provision of selective incentives cannot be the general solution to the collective action problem. To assume that there is a central authority offering incentives often requires another collective action problem to have been solved already. Before a union can force or induce workers to join, it must have overcome a free-rider problem in the first place. To assume that the incentives are offered in a decentralized way, by mutual monitoring, gives rise to a second-order free-rider problem. Why, for instance, should a rational, selfish worker ostracize or otherwise punish those who do not join the union? What is in it for him? True, it may be better for all members if all punish nonmembers than if none do, but for each member it may be even better to remain passive. Punishment almost invariably is costly to the punisher, while the benefits from punishment are diffusely distributed over all members. It is, in fact, a public good. To provide it, one would need second-order selective incentives, which would, however, run into a third-order free-rider problem. We shall encounter a similar problem in Chapter 3, when discussing the enforcement of social norms.

These objections to the selective-incentive argument, while important, are not always decisive. If the technology of providing incentives differs sufficiently from the technology of the original problem, decentralized monitoring can be selfishly rational. Consider, for instance, a small workers' cooperative based on equal revenue sharing. The workers face a collective action problem in which the cooperative option is to work hard and the noncooperative one is to shirk. The second-order problem created by mutual monitoring involves a much smaller free-rider gain, if there is one at all. 'Some activities allow individuals to work and to observe one another's performance simultaneously, for example, so that output and monitoring are joint products'. If monitoring is costless for the worker, it will have a positive net value since it always offers some benefits (1/n of the productivity increase caused by his monitoring). Also, the workers might deliberately organize the work process so as to minimize the costs of monitoring. Finally, minimal altruism or weak social norms, although insufficient to solve the first-order free-rider problem, might solve the second-order problem if the costs of cooperation are substantially smaller at this level, as they tend to be.

There can be little doubt about the importance of selective incentives in collective action. In particular, social disapproval of noncooperators is often
invoked to explain low levels of defection. What is more controversial is whether the expression of disapproval, when it occurs, is always and everywhere a selfishly rational action. As just argued, it may sometimes be so. I argue in Chapter 3 that it need not always be so. More generally, those who provide selective incentives for people who would join only for selfishly rational motives need not themselves be guided solely by this motivation.

Collective action problems can also be transformed if contributions are made conditional upon each other. The ‘money-back’ method stipulates that promises to contribute will be enforced only if a sufficient number of others promise to do the same. The advantage of this method, which is frequently used in fund-raising campaigns, is that nobody risks being taken advantage of. Some might, however, successfully free-ride on others. By contrast, the ‘fair-share’ method stipulates that if sufficiently many cooperate, others have to do so too. This eliminates the possibility of free riding but not the risk of being taken advantage of. American unionization rules provide an example. Workers in a plant decide by majority vote whether those who voted against unionization are compelled by law to pay union dues. It is not clear under what conditions such transformations of the game will induce collective action. They are in any case vulnerable to the objection raised earlier against selective incentives as a general solution to collective action: they presuppose the presence of a centralized agent with coercive authority.

A more intriguing proposal is that cooperation could be selfishly rational even when the payoffs remain those of the Prisoner’s Dilemma. Although there have been attempts to demonstrate this even for the one-shot Prisoner’s Dilemma, most arguments rest on the difference between one-shot games and repeated games. Intuitively, the idea is simple. When the same people interact over and over again, they may choose to cooperate out of fear of retaliation, hope of reciprocation or both.

There is an important distinction between the finitely repeated Prisoner’s Dilemma and the open-ended, indefinitely repeated one. As mentioned in the Introduction, it is not quite clear what rationality demands of us in the finitely repeated game. Pending a resolution of the problem of backward induction, we should be hesitant about accepting the nearly unanimously held view that defection is the rational strategy in such games. Most actual situations are, however, open-ended. The same people meet over and over again, without a predetermined terminal date. In the indefinitely iterated two-person Prisoner’s Dilemma, which has been studied in some detail, each player can choose among various reaction functions, each of which tells him what to do in any given game as a function of the history of choices of both players. One such function is the rule ‘Always defect’. Another is conditional cooperation, ‘Tit for Tat’, defined as follows. ‘Always cooperate in the first game. In each subsequent game, cooperate if and only if the other player cooperated in the previous game.’ It can be shown that under certain conditions, the use of Tit for Tat by both players is an equilibrium of the game. One of these conditions is that the rate of time discounting not be too high. If a player does not care much about future payoffs, he will be tempted to defect in the first game to reap the higher reward. Tit for Tat is not a dominant strategy: against consistent defection, it does worse than consistent defection.

46 The early attempt by Howard (1971) is generally viewed as unsuccessful. See, e.g., Taylor (1987), pp. 180–4. A recent attempt is that of Gauthier (1986). It fails, in my opinion, to argue successfully for its two crucial premises that (a) persons can decide to adopt a disposition to cooperate and (b) others are able to detect this disposition. A different argument for the rationality of cooperating in one-shot games in Sen (1987), pp. 81–9, is too opaque to be comprehended.

47 For a possible real-life example of defections induced by backward induction in a finitely repeated game, see Bowman (1989), p. 200.


49 ‘Too high’, that is, relative to the reward parameters. If the gains from unilateral defection are very high and those from mutual cooperation comparatively small, even low rates of time discounting may induce defection. In the final chapter I argue that in iterated bargaining games the reward parameters are themselves influenced by the rate of time discounting.
The iterated two-person Prisoner's Dilemma is not, however, very relevant to the problem of collective action. For this, we need an understanding of the iterated n-person Prisoner's Dilemma. The formal results for this case are neither numerous nor robust. They seem to indicate that cooperative behaviour is most likely to come about if all players use the following strategy. 'Always cooperate in the first game. In each subsequent game, cooperate if and only if all other players have cooperated in all previous games.' Here cooperation is maintained by the shared knowledge that it will be permanently unravelled by a single defection. If all players adopt the 'trigger strategy' of cooperating if and only if all cooperated in the previous game, cooperation may be selfishly rational, always assuming that the rate of time discounting is not too high. Cooperation among international bankers is to some extent achieved in this way. Trigger strategies may also be important in keeping sectoral labour unions together in a central bargaining unit.

Intuitively, the requirement of unanimity may appear too strong. Could not cooperation be sustained if a large proportion of the members followed the strategy of cooperating if and only if a large proportion cooperated in the previous game? I do indeed believe this to be a plausible mechanism, but it must be stated more carefully. As a game-theoretic equilibrium with selfishly rational individuals, it is highly precarious. It requires that there be some number m of individuals such that each of them cooperates if and only if exactly m−1 other individuals cooperated in the previous game. This degree of fine-tuning is psychologically implausible. More plausibly, and more robustly, conditional cooperation of this kind can be sustained by a norm of fairness, to be discussed in Chapter 5. With the exception of trigger strategies the explanation of cooperation as selfishly rational behaviour in an iterated n-person Prisoner's Dilemma is not very promising.

Rational, selfish, process-oriented motivations

Could not participation in collective action be viewed as a benefit rather than as a cost to the individual? This way of turning the problem on its head might appear to be quite liberating. An analogy could be the change in development economics that took place when it was realized that at some stages of economic development, the alternative of consumption versus investment was a misleading one. Increasing consumption is also the best investment in the future, via the impact on health and productivity. Similarly, as Albert Hirschman put it, 'The benefit of collective action for an individual [may not be] the difference between the hoped-for result and the effort furnished by him or her, but the sum of these two magnitudes'.

There are two distinct ways in which this idea may be spelled out. First, participation in collective action can be quite enjoyable. Social and political demonstrations can assume the aspect of a festival and attract participants by virtue of the food, drink or music that is offered. Although these are usually presented as rewards offered to people who have joined the demonstration for other, outcome-oriented reasons, they are sometimes intended to induce participation which would otherwise not be forthcoming. This is, obviously, a special case of inducing collective action by offering selective incentives. It differs from the examples cited earlier in two respects. (a) The incentives offered to the participants are not intended to offset the costs of participation: rather they are intended to make participation costless, indeed pleasurable. (b) People who join for the sake of these benefits are parasitic on people who do so for other reasons. The organizers of a demonstration would hardly be motivated by the prospect of the free drinks or music provided by themselves.

Second, people may join collective action to achieve self-realization, consciousness raising, self-respect and the like. There is no doubt that sustained work for a worthwhile goal has desirable effects of this kind. What is more questionable is whether people can coherently join a movement solely for this motive. As I have argued elsewhere, self-respect and self-realization belong to the class of 'states that are essentially by-products'. They can arise only as side effects of actions undertaken for other, outcome-oriented purposes. Only if the participants believe in the goal of the movement will they approach it with the seriousness of purpose that is a necessary condition for self-realization. The point can be stated in Hirschman's algebraic language. Denote the benefit of collective action for an individual by z, the expected value of the outcome of (his contribution
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52 As I argue in later chapters, the iterated Prisoner's Dilemma, or similar iterated games, are highly relevant to bargaining problems in which the two bargainers meet each other over and over again.

53 See Taylor (1987), ch. 4, and Friedman (1986), sec. 3.3.


56 Taylor (1987), pp. 89–92. I have simplified his analysis by assuming that those who do not cooperate conditionally are unconditional noncooperators.

57 See Dasgupta and Ray (1986, 1987) for a version of this view.

58 Hirschman (1982), p. 82.

59 Elster (1983a, sec. II.9; 1988).
To Hirschman's statement that $z = y + x$, I would add that $y$ is itself a function $f(x)$ of $x$, constrained by $f(0) = 0$. At least this would hold for rational actors. I am not denying that people sometimes try to achieve self-realization by joining a movement without believing in its goals or possible success, any more than I would deny that people sometimes make an effort to behave spontaneously or to acquire a belief in which they have no faith but which would have instrumentally useful consequences. I do deny, however, that these are rational, coherent plans.

People who participate in collective action for the sake of process benefits are in a sense free riders on the movement. To the extent that the efficacy of collective action depends on the sheer number of participants, these individuals can be useful. If, however, dedication and long-term planning are needed, those who are involved in collective action just for the kick it provides will not contribute much to success and may well detract from it. Successful collective action often requires the ability to wait — to delay action rather than seize upon any occasion to act. The self-defeating character of activism, or left-wing opportunism, is a well-known theme in the history of social movements. Activism may appear to be a highly motivated form of cooperation, but in a temporal perspective it can well represent a noncooperative strategy. As mentioned earlier, collective action problems may arise over time as well as across individuals.

**Rational, nonselfish, outcome-oriented motivations**

These motivations can take many forms. Here I shall consider only those that derive from the concern to maximize a (possibly weighted) sum of the welfare of all members of the group. Maximizing an unweighted sum amounts to utilitarian ethics. Altruism, as I shall use the term, involves maximizing a weighted sum. The weights are assumed to be non-negative, and weights assigned to others to be strictly smaller than that attached by

60 Note that this is fully consistent with $f(x) > x$ for all positive $x$. In that sense the process values can be ‘more important’ than the outcome values. The sense in which the latter are more important is given by the condition $f(0) = 0$.

61 For two recent formalizations of this idea see Roemer (1985a) and DeNardo (1985). Both treatments lack microfoundations, since they focus on the effects rather than the causes of mass behaviour.

62 See especially the fascinating study by Meisner (1967), showing the influence of Bergson's philosophy of the Now on Chinese activism and populism.

the individual to his own welfare. Altruism, on this conception, denotes a purely psychological inclination, not a moral attitude. I may just find myself deriving pleasure from other people's pleasure, even when there is no obligation or indeed no occasion to act for the sake of promoting their pleasure. To be sure, for altruism to have much bite, it must imply that there are some occasions on which I would increase someone else's first-order pleasure rather than my own. But there is no need to assume that such behaviour always derives from a feeling of moral obligation. Altruism need not be anything more lofty than the converse of spite — I take pleasure not only when things go badly for $X$, but also when they go well with $Y$.

Formally, the most natural way to model altruism is as an externality in the utility function, so that my utility depends both on my consumption and on that of other people. Simple models represent the utility function of the altruist agent as a weighted sum of the consumption of the various members of the group, himself included. Here the weights may differ across individuals. In particular, the consumption of most other people may be assigned zero weight, with positive weights being reserved for the agent himself and his close associates. To this one may object, however, that utility cannot be assumed to be a linear function of consumption. The altruist can be expected to experience decreasing marginal utility from other people's consumption as well as from his own. To overcome this difficulty, it is natural to assume that what matters for the altruist agent is a weighted sum of his own and other people's utility rather than consumption. To overcome the apparent circularity of this definition, we may distinguish between exclusive and inclusive utility: the first refers to the first-order pleasures of doing and consuming, while the latter also takes account of the higher-order pleasures derived from other people's pleasure. The

63 For a good analysis of the differences between selfishness, altruism and morality see Feinberg (1984), pp. 70–9. Scheffler (1982) defends a conception that one might call moral altruism, as distinct from psychological altruism. On this view, assigning different weights to other people's welfare allows one to take account of a frequently made objection to utilitarianism (see notably Williams 1973), namely that the impersonal benevolence it requires is inconsistent with personal integrity.

64 Even lexicographically secondary altruism, which takes account of other people's welfare only in the choice among options that are indifferent from the point of view of the agent's own welfare, can have valuable results. My 'zone of indifference' may be quite large, and the options within it can be evaluated quite differently by other people.

65 This kind of interdependence must be distinguished from that which makes my consumption dependent on that of other people. For the latter, see Pollak (1976).

inclusive utility function of the altruist agent can then be defined as a weighted sum of exclusive utility functions.\textsuperscript{67}

Utilitarianism tells an agent to cooperate if and only if his contribution will bring about an increase in the average benefit. For most practical purposes, this means that he should cooperate if and only if he expects to be on an increasing stretch in the dotted lines of the diagrams of Fig. 1.5. In Fig. 1.5.A, the average-benefit curve is monotonically increasing, so that a utilitarian would have cooperation as a dominant strategy. In the other cases in Fig. 1.5, the choice of strategy depends on expectations about other people’s behaviour, a topic further pursued in Chapter 5. To be on an increasing stretch means to cause, by one’s contribution, the production of an additional amount of the public good such that the total gain in welfare exceeds the private costs of contributing. In principle, however, the utilitarian should be concerned not only about the direct or first-order welfare gains he causes, but also about the indirect, second-order gains he causes to be caused by other people. Even when his contribution taken by itself has a negative impact on the average net benefit, it may make it worth while for other utilitarians to contribute. Under conditions of increasing benefits or decreasing costs, the gains he causes to be caused may well exceed the first-order losses, in which case he ought to cooperate. If, however, there are decreasing costs to cooperation, he may not see why he, rather than some other utilitarian, should set the snowball rolling.

Utilitarianism has a peculiar feature which is responsible for some of its curious implications for the problem of collective action. This is the strict egalitarianism of the welfare calculus, in which each is to count for one and nobody for more than one. In particular, the agent is to count his own gains and losses exactly on a par with those of other people. Hence if the costs to him of cooperating exceed the total benefits from his contribution, he should not make it. Utilitarianism is not an other-regarding doctrine: it is self-and-other-regarding. Sometimes this makes good sense, but it can also encourage self-indulgence, self-deception and the like.\textsuperscript{68} For most people, acting morally is always strenuous, and it is easy to exaggerate the costs to oneself of cooperating. Knowing this, a utilitarian who is sufficiently rational to know his own propensities for irrational behaviour might be well advised to discount these costs in the calculus. He would then cooperate if and only if he expected to increase the gross benefits from cooperation, that is, if and only if he expected to be on a rising part of the $L$ and $R$ curves. Although I have assumed these to be monotonically increasing, Chapter 5 discusses some cases in which they are not.

The treatment of altruism parallels that of selective incentives. For the altruist, the weighted sum of utility increments which his contribution generates for others is a selective reward.\textsuperscript{69} With linear production functions, this reward is independent of the level of contribution, and the reasoning based on Fig. 1.8 applies directly. With nonlinear production functions, the size of the reward depends on the number of contributors.

This chapter has been no more than an introduction to the problem of collective action. Several crucial aspects remain to be discussed. The assumption that the actors are homogeneous and interchangeable, while useful for expositional purposes, is clearly unrealistic. In Chapter 4 I consider the complexities that arise when the interests and resources of the agents differ. Also, the survey of motivations behind cooperation has been deliberately limited to rational outcome-oriented motives. After a general discussion of social norms in Chapter 3, I discuss their relevance to collective action in Chapter 5. There I also consider how various kinds of motivations can come together and build upon each other to produce collective action. There is no privileged motivation for cooperative behaviour across all situations. Nor, for any given situation, can we expect to find one type of motivation to provide the main explanation of successful collective action. I shall argue that mixed motivations are essential for cooperation. Certain motivations act as catalysts for others, while the latter act as multipliers for the former.

\textsuperscript{67} More generally, we could stipulate that the arguments in the inclusive utility function of the altruist agent are his own exclusive utility and the inclusive utility of everyone else. If some of the others also have altruist motivations, it might seem as though we run into an infinite regress, as suggested by M. Taylor (1987), pp. 118–19. Under reasonable assumptions, however, the sum of the successive increments of utility converges to a finite level, as shown by Becker (1976), p. 270, n. 30. Aamund Hylland (personal communication) has shown that even if the weight I attach to the inclusive utility of other people is less than the weight I attach to my own exclusive utility, the weight I attach to their exclusive utility could be larger than the weight I attach to my own.

\textsuperscript{68} Often, utilitarians accuse others of moral self-indulgence. See, e.g., Williams (1981), ch. 3, who makes an attempt to refute a utilitarian charge of this kind. But the self- and other-regarding aspect of utilitarianism makes it vulnerable to a similar objection.

\textsuperscript{69} Others can, in fact, benefit in two capacities: \textit{qua} consumers of the public good and \textit{qua} fellow altruists. If (as assumed in the text) the cooperator does not take account of the latter aspect, there could be a collective action problem among the altruists.
2. Bargaining

Introduction

Bargaining occurs when there are several cooperative arrangements and the parties have conflicting preferences over them. By a cooperative arrangement I mean any outcome (a) that is better for everybody than the state of anarchy, (b) in which there are no exploiters, defined as noncooperators whose cooperation would cost them less than it would benefit them and others, and (c) in which nobody ends up being exploited, that is, as a cooperator whose cooperation costs him more than it benefits himself and others. By anarchy I mean, following the typology of cooperation set out in the Introduction, the absence of any of the following: actions with positive externalities, helping, a convention equilibrium, a feasible joint venture or a private ordering.

The parties are assumed, that is, to have a common interest in arriving at some agreement but a conflict of interest over which agreement that is to be. The central problem of bargaining, in theory and practice, is that the very plurality of cooperative arrangements may prevent any of them from coming about. Bargaining differs from the narrowly defined collective action problem, in which there is typically a unique cooperative arrangement: that in which everybody participates equally. It also differs from cases in which there are several cooperative arrangements, but no conflict of interest, either because all are indifferent among the arrangements or because one of them is better for everybody than the others.

Bargaining must be distinguished from attempts to reach agreement by rational discussion. One way of characterizing the latter is as bargaining in which strategic misrepresentation and other forms of jockeying for position are not allowed. Although this may capture part of the idea of rational discussion, it gives too much weight to the bargaining power of the parties. In rational discussion, the only thing supposed to count is the 'power of the better argument', including arguments that are radically dissociated from the bargaining power of the parties. Arguments from behind the 'veil of ignorance' stipulate, for example, that certain actual features of the parties are irrelevant, be it their wealth (meritocratic theories), wealth and skills (Ronald Dworkin) or wealth, skill and preferences (Rawls). Bargaining, by contrast, takes account of all actual features of the parties. This is why, for instance, no bargaining process, however untainted by strategic elements, would leave the severely handicapped with anything. Since they make no contribution to the net social product, they have no bargaining power. Similarly, the interests of future generations cannot be represented in a process of bargaining. It follows that justice cannot be based on bargaining if one believes, as I do, that any theory of justice is constrained by an intuition that the handicapped and the future generations should not be left to their own devices.

In this chapter I discuss mainly a narrow range of bargaining problems, those, namely, that arise in joint ventures and private orderings. Bargaining problems arising out of externalities are postponed until Chapter 4. As a paradigm case of a joint venture I use cooperation between labour and capital in production, giving rise to negotiations over the division of gains from cooperation. As a paradigm case of private ordering I use bargaining over financial custody and financial settlement in the aftermath of divorce.

These examples are convenient in that they involve two parties only, since theories of bargaining have been developed mainly with the two-person case in mind. Although they can be extended to the general n-person case, this extension is often artificial. n-Person bargaining theory rests on the assumption that cooperation is either total or totally absent. More precisely, the only coalition that can form is the grand coalition involving all agents, agreeing to coordinate their actions for mutual benefit. If that coalition does not form, no cooperation occurs. Sometimes this conception is empirically adequate and the general conclusions of two-person theory
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1 Or, more briefly, Pareto optimality without exploitation.
2 A notion that can be extended to include the presence of negative externalities.
3 For the latter, see, e.g., Midgaard (1980) and Habermast (1982).
5 It is no counterargument to say that their welfare might enter as an argument into the utility functions of other bargainers. The welfare of the handicapped should not rest on this fragile and contingent basis.
6 For the same reason, it is no counterargument to say that the welfare of future generations may enter into the utility functions of the currently living, by concern for one's children, for example.
7 This example is discussed at some length in Elster (1989a), ch. 3.
apply. Cartel formation, for instance, is often pointless unless all firms participate, since a single outsider might corner the market.\(^8\) In joint ventures that require the participation of all partners, smaller coalitions are pointless. Usually no single member of a firm has the power to bring production to a complete halt, but the members may always be partitioned into groups in such a way that each group is indispensable. If the workers are organized in different unions that correspond to one such partition, \(n\)-party bargaining will be the rule.\(^9\)

If, however, the unions that organize the firm’s workers cut across functional divisions, so that two workers doing similar work could belong to different unions, bargaining that allows for coalitions of any size will tend to occur. This is also true if unions are organized along functional lines, but not in such a way that each corresponds to an indispensable group of workers. In these cases, management will try to ally itself with one union against the other. Each union has the choice between forming a united front and allying itself with the management. In such cases, \(n\)-person bargaining theory is of little help in predicting the outcome. Although there are many theories of coalition formation, I think it is fair to say that none of them is very satisfactory. Indeed, the very fact that there are so many suggests that none of them is very useful.

I shall consider three ways of approaching bargaining phenomena. First, we can try to predict the outcome of bargaining from the assumption that people’s behaviour is guided by specific principles. In this chapter, I assume throughout that bargainers are rational. In Chapter 6 the idea that they are guided by social norms is introduced as an alternative hypothesis. Next, we can try to describe the pattern of outcomes that are realized in actual (experimental and real-life) bargaining. Finally, we may lay down normative principles to evaluate the outcomes of bargaining, by comparing them with the outcome that ought to be reached. These principles might, for instance, guide an arbitrator. I refer to these as the analytical, behavioural and normative aspects of bargaining. The main problems in the literature can then be formulated as follows. Will rational bargaining lead to a normatively acceptable outcome? Are the predictions of rational bargaining theory confirmed by behavioural evidence? If not, is there an alternative theory that performs better in this respect? If so, are the outcomes predicted by this theory normatively acceptable?

\(^8\) Olson (1965), pp. 40–1. \(^9\) Horn and Wolinsky (1988).

From the pioneering work of John Nash,\(^10\) bargaining has been considered mainly as a cooperative game. In this approach, the problem is not to predict whether a Pareto-optimal agreement will be reached, but to determine which settlement the parties will agree on. Failures to realize gains from cooperation are excluded by definition. (Somewhat paradoxically, the possibility of disagreement nevertheless plays a role in determining what the agreement will be.) The next section states the basic assumptions and results of this approach, which remains a fundamental tool for understanding bargaining processes.

Beginning with Nash himself, many writers have felt, however, that the cooperative theory of bargaining is an unsatisfactory description of behaviour. Pareto optimality should be derived as a theorem from individualistic premises, not stipulated as an axiom. If bargaining is understood in a normative sense, as (costless) arbitration rather than as a process of proposals and counterproposals, the stipulation that the gains from cooperation be fully realized is more acceptable, but in analytical and behavioural context the possibility of bargaining failure cannot be excluded \textit{a priori}. There are two ways to handle this issue. One is to search for microfoundations for collective rationality, to argue that individually rational players will avoid bargaining failure. Another is to offer a positive theory of disagreement in bargaining, distinguishing between the conditions under which agreement will be reached and those in which failure may be expected. In particular, if the parties have less than full information about each other’s preferences and information, bargaining may break down as each party forms unrealistic expectations about the concessions the other is willing to make.

The present chapter surveys a variety of theories and models, without displaying great faith in any of them. The reader might well wonder about the point of the exercise. The justification for my procedure is that by working through and reflecting upon these models, we enhance our understanding of the underlying issues. By seeing why and where a particular model goes wrong, we become aware of features of bargaining that otherwise would have gone unnoticed or been taken for granted. Also, each of the models probably has substantial explanatory power in special cases. In rational or ‘norm-free’ bargaining with full information, for instance, the standard economic models probably perform quite well. If the assumptions of rationality and full information are violated, the process of bargaining

\(^10\) Nash (1950, 1953).
becomes more opaque, yet nonstandard models may at least suggest in which direction the outcome will differ from that predicted by the standard model.

Cooperative models of bargaining

Bargaining can occur over divisible or indivisible objects. Let us first assume that the objects are continuously divisible and that the point of contention is how to divide them among the parties. The objects may be one-dimensional or many-dimensional. Labour and management negotiate simultaneously over working conditions, salary, employment, the contract period and the like. Any given proposal or counterproposal is a multidimensional package. It is often convenient, however, to represent the package in terms of the utilities which the bargainers assign to it. The set of feasible bargains is represented by, or reduced to, the set of feasible utility pairs. As a result, much information about the physical features of the bargaining situation is discarded. Within a given bargaining situation, two physically different proposals may be indistinguishable in terms of the utilities assigned to them by the bargainers. Two bargaining situations which represent totally different physical problems may be represented by the same set of feasible utility pairs.

The source of utility may be one's own consumption of the object of bargaining, or someone else's consumption, possibly even that of the other bargainer, which may have positive or negative weight in one's own utility function. There is no need to assume that bargainers are selfish. Even a society of altruists would have to bargain over the allocation of goods among them. If I derive utility from your consumption of a good and you from mine, each of us will want to shift consumption towards the other. The conflict will be resolved by a sequence of offers and counteroffers that is formally indistinguishable from, say, the process of labour-management bargaining described later. The basic source of bargaining problems is scarcity of resources, not selfish motivations. Note also that because the parties are bargaining over utilities, it makes no sense to suggest that malvolent bargainers, who derive pleasure from each other's nonconsumption, have an incentive to let bargaining break down. The suggestion would involve double counting, since any externalities in the utility function would already be incorporated into the representation of the feasible utility pairs.

For analytical purposes, the representation of the situation as bargaining over utility is often quite acceptable. If the task is to predict the outcome of bargaining among rational individuals, it is not implausible to assume that they are interested only in the utilities they derive from the outcomes, and not in the physical carriers of these utilities. If, however, one suspects that bargainers are not always fully rational, the simplification may be less defensible. If they are subject to cognitive bias and distortion, they may be distracted by irrelevant physical aspects of the situation. Attempts to predict the outcome that do not take account of such psychological tendencies are then likely to fail. Also, in the absence of full information about preferences, salient features of the physical situation may be important determinants of the outcome. Equal or proportional physical diversion are obvious focal points when utilities are unknown. Moreover, for normative purposes the physical aspects of the situation may be directly relevant.

It has been shown experimentally that the problem of distributing a given number of avocados and grapefruit between two people yields very different ethical intuitions when we are told that these fruits are valued for their taste and when we are told that they are valued for their content of vitamin C, even if the utility functions are identical in both cases.

Assuming, then, a situation in which two parties are bargaining over divisible objects represented by their utilities, we can state the cooperative approach in terms of a diagram (Fig. 2.1). The bargaining situation is fully described by a set of feasible utility pairs (derived from the set of feasible physical bargains) and a disagreement point which specifies the utility of the outcome that will be produced if the parties fail to reach agreement. (The role of the disagreement point is controversial, and discussed later.)

We assume that the set of feasible utility pairs includes all points in the area circumscribed by OPABTO and that d is the disagreement point. The feasible set is assumed to be convex, meaning that all points on a line between two feasible points are also feasible. If, for instance, the bargaining is over the division of a sum of money, the decreasing utility of money will ensure the convexity of the feasible set. The question is which if any of the feasible points will be chosen as the outcome or the 'solution' to the
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13 Yaari and Bar-Hillel (1984). They also show, more disturbingly perhaps, that intuitions differ in situations that have identical representations in utility space and rest on similar evaluations.
bargaining problem. A theory of bargaining—analytical or normative—can be summarized by a function $f$ which for any bargaining problem—an convex set $S$ and any disagreement point $d$—picks an element in $S$ as the outcome that will be reached or ought to be reached.

The construction of such a function is a nontrivial task. Nash did it by laying down conditions which one would expect any pair of rational bargainers (or any fair arbitrator) to respect and showing that there was only one function satisfying all of them. Specifically, he stipulated four conditions:

1. **Pareto optimality.** It should not be possible to improve the outcome for one party without loss for the other. The solution should be on the Pareto frontier, $PABT$ in the diagram.
2. **Invariance.** The solution should be invariant with respect to positive linear utility transformations. This condition is explained later.
3. **Symmetry.** If the feasible set is symmetrical around the $45^\circ$ line, with the disagreement point on that line, the solution should also be on that line.
4. **Independence of irrelevant alternatives.** If we have two bargaining problems $(S, d)$ and $(T, d)$ with $S$ included in $T$ and if the solution to $(T, d)$ is a member of $S$, it should also be the solution to $(S, d)$. Or more simply, if the solution in a larger game remains feasible in a smaller game, it should also be the solution in the latter.

Nash proved that these conditions, together with the assumption that the set of feasible utility pairs is convex, uniquely define a solution concept: the outcome of bargaining is constrained to be the point in the feasible set which maximizes the product of the utility gains of the parties, compared with the disagreement point. In the game $(OPABTO, d)$ this is the point $A$. From a normative point of view, this solution concept has no special appeal, apart from the axioms which jointly imply it. Indeed, it might appear positively unattractive, because of the following property. If we assume that a poor man and a rich man are bargaining over the way to divide some amount of money large enough to be very important to the poor man, the Nash solution will assign most of it to the rich man, because he can more credibly make a proposal favourable to himself and say, 'Take it or leave it'. This is the 'Matthew effect' in bargaining.

The Nash solution often corresponds well to institutions about the way people actually behave in bargaining situations, but one might argue that it ought not to be chosen by an arbitrator who tries to reach a fair decision. Other solutions might appear more attractive, such as the point which maximizes the sum of the utility gains of the parties, the point on the Pareto-frontier point that equalizes their utility gains or, more strongly, some point that implies a larger utility gain to the poor man than to the rich. These proposals, however, violate the invariance condition (about which more later). And in any case one might argue that even from an arbitration

---

14 Luce and Raiffa (1957), pp. 129–32.
point of view, the task is not necessarily to find the abstractly just outcome, but one that is appropriate given the bargaining power of the parties.\footnote{Selten (1987), pp. 46-7.}

Before I discuss the axioms, it is time to meet an obvious objection: How does bargaining theory handle situations in which there is only a small number of feasible outcomes? Does it single out one of them as the solution? In that case, how does it handle symmetrical cases in which each of two nondisagreement outcomes gives everything to one party and nothing to the other? We can use Solomon's judgement to illustrate the problem. Before he knew anything about the preferences of the parties, he had to treat them as identical. There was no reason for preferring one woman over the other. The set of feasible outcomes not being convex, the symmetrical solution prescribed by the Nash axioms is not available. Solomon's first proposal, cutting the child in half, effectively amounted to an arbitration impasse. The reactions of the women to that proposal enabled him to form a better impression of their preferences and, indeed, to make a better decision. But what if both women had reacted as the true mother did, the false one hoping that her willingness to give the child to the other would stop Solomon from doing so? In that case, what should he have done?

Let us consider a similar problem that arises between spouses in child custody bargaining, conceived as private ordering and not as arbitration. I shall assume that there are two children, a boy and a girl, with four possible custody arrangements (with respective utility assignments) corresponding to the vertices of Fig. 2.2.

In most divorces, bargaining over custody takes place simultaneously with bargaining over the financial settlement. The two negotiations tend to be coupled, so that the parents try to extract financial advantages by offering custody and vice versa. Let us suppose that the vertices represent the parties' utility for the various custody arrangements together with one particular financial settlement, namely that which the court will make if the parties cannot reach agreement by themselves.\footnote{Courts, unlike bargaining spouses, dissociate financial settlements from custody settlements.} Intermediate outcomes can then be generated by allowing the parties to transfer money to each other, if necessary by borrowing. These outcomes will not correspond to the straight lines between the vertices. Because the parties have decreasing marginal utility of money and because the utility of money interacts with

![Fig. 2.2](https://via.placeholder.com/150)

that of custody, the relation will be more complex. But the set of intermediate outcomes will be convex, as required by bargaining theory, so that a solution can be derived.

Side payments are not always feasible. Perhaps one of the parents has no money and is unable to get a loan. Or perhaps the situation is such that side payments are thought to be ethically unacceptable. The parents might agree, for instance, to make the financial settlement before the custody decision, because it will hurt the children to think that they are convertible into money. Another, more general way of generating intermediate outcomes is then available, at least in principle. Solomon could have flipped a coin to decide between the women. The parents can use a lottery in which the various allocations are assigned definite probabilities, adding up to 1. To each such lottery corresponds a point within the quadrangle defined by the four allocations. The utility of a lottery is simply the sum of the utilities of the allocations weighted by their probability. (This is explained later.) Thus the points on a line between two vertices correspond to lotteries in which the allocations underlying these vertices are assigned probabilities $p$ and $1 - p$, with $p$ taking on all values between 0 and 1. In this way, the set of feasible outcomes is rendered convex, so that bargaining theory can be applied.

To predict the outcome of the bargaining, we must first make an assumption about the threat point. We can stipulate, as in Fig. 2.2, that the
parents believe that in a legal dispute each of them has a 50 per cent chance of getting custody of both children. This belief could be brought about in several ways. If the legal rule is to give custody according to what is in the best interests of the child, the parents might well believe that there is no detectable difference in fitness between them, so that, for all they know, each has as good a chance as the other of getting custody. Or the legal rule might actually be to use a fair coin to settle the issue. Whatever the grounds for the fifty–fifty expectation, it follows that the expected utility of the parents in the case of a legal dispute is midway on the line between the vertices corresponding to maternal custody of both children and paternal custody of both. Both parents know that by going to court they can achieve at least this level of expected utility; hence they will reject any proposed solution which offers them less. (For simplicity, I ignore the costs of litigation.) If, moreover, we assume that they will not accept any solution which is worse for both than some other feasible outcome, we see that if they reach an agreement, it will be somewhere on the line $AB$. Each point on $AB$ assigns a probability $p$ that the mother gets custody of both children and a probability $1-p$ that the father gets the boy and the mother gets the girl. By inspecting Fig. 2.2 we can see that $p$ ranges between .22 and .45 (approximate values).

When parents bargain over custody, they will rarely if ever choose a point on $AB$. Indeed, I think lotteries are virtually never used to settle private, nontrivial disputes. I have no systematic empirical evidence to back this claim, only casual observation, together with some general arguments. First, of course, the conditions under which lotteries or probabilistic compromises are superior to physical compromises may not often be realized. In particular, when side payments are available and acceptable, they provide a much more robust form of compromise. Second, even when a lottery seems to be called for, lack of enforceability might prevent it from being used. Each party might agree to a lottery in the hope that the outcome will be his or her preferred alternative, and then renege if it turns out and enforce lotteries privately agreed upon by the parties. Hence I shall not consider lotteries as a serious way of resolving bargaining impasses.

Let us, then, limit our attention to bargaining over divisible objects and to bargaining over indivisible objects in which side payments are possible. With convexity thus ensured, the plausibility of the Nash solution depends on the plausibility of the four axioms. I have already discussed the condition of Pareto optimality, and I shall have more to say about it later. First, however, I discuss the other Nash conditions one by one.

Invariance has the effect of imposing a special kind of utility function on the bargaining situation. At one extreme, one can show that with purely ordinal utility functions the bargaining problem cannot be defined. At the other extreme, one may argue that well-known problems associated with interpersonal comparison of utilities prevent us from defining such solution concepts as ‘maximize the sum of the utility gains’ or ‘equalize the utility gains’. An intermediate category, represented by the invariance condition, is that of a von Neumann–Morgenstern utility function, in which utility is uniquely given up to an arbitrary positive multiplicative constant and an arbitrary additive constant. The relation between any two utility functions which represent the preferences of a given individual is like the relation of Celsius to Fahrenheit temperature scales. Statements such as ‘The sum of temperatures in New York and Chicago is larger than the sum of temperatures in London and Paris’ are not meaningful, since they do not always retain their truth value when we go from Celsius to Fahrenheit. By contrast, the statement ‘The difference in temperature between New York and Chicago is larger than that between London and Paris’ is meaningful, since its truth value does not depend on the choice of temperature scale. Analogously, interpersonal comparisons of utility levels are meaningless with von Neumann–Morgenstern utility functions, but some interpersonal comparisons of intrapersonal differences are feasible. In particular, statements comparing the rate of change of the marginal utility of money and commodities are meaningful. In the bargaining problem between the rich man and the poor man, the latter is at a disadvantage because for him the marginal utility of money decreases rapidly while for the rich man it is approximately constant.

The invariance condition is, however, implausible, on analytical, be-

17 I discuss this proposal in Elster (1989a), sec. 3.5.
18 Lotteries in private bargaining without a third-party enforcer will be used only if the parties are moved by ‘self-interest without guile’, as explained in the concluding chapter.
20 For a lucid exposition, see Luce and Raiffa (1957), ch. 2.
havioural and normative grounds. To see why, consider two bargaining
problems A and B, both involving the same bargainers I and II. In both
problems the bargainers are assumed to be indistinguishable, in the sense
that any utility function that represents I’s preferences can also represent
those of II. In both games, the object of the bargaining is to agree on two
numbers \( p \) and \( q \) between 0 and 1 and summing to 1 or less. If they agree,
I has probability \( p \) of winning the prize in a certain lottery and II probability
\( q \) of winning the prize in another lottery. If they cannot agree, neither
gets anything. In bargaining problem A both lotteries involve similar prizes,
namely two bicycles. By symmetry and Pareto optimality, the outcome of
the bargaining must be \( p = q = .5 \). In bargaining problem B everything
is unchanged, except that the prize in I’s lottery now is a Rolls Royce.
Assuming invariance, it is easy to see that the solution must be the same,
that is, \( p = q = .5 \). Consider, namely, the utility to I of any outcome
\((p, q)\) in II. Writing \( u \) for the utility to him of the Rolls Royce and \( v \) for
the utility to him of the bicycle, the utility of \((p, q)\) to him is \( p \cdot u + q \cdot v \). In other words, the utility he derives from any given
probability in the second bargaining problem equals the utility he derives
from the same probability in the first problem, multiplied by a positive
constant \( u/v \). But this means that the second bargaining problem can be
derived from the first by a positive linear transformation, so that the solution
must be the same.

This result is analytically implausible. In problem B, II would certainly
be able to demand \( q > .5 \). He could say, credibly, that since I’s desire for
a Rolls Royce was much stronger than his own desire for a bicycle, I must
accept \( p < .5 \): ‘Take it or leave it’. To be sure, this involves interpersonal
comparison of utilities, but not a very difficult one since the prizes are so
different, assuming that I and II are reasonably similar persons. From a
normative point of view it is also arbitrary that I should get a 50 per cent
chance of a very valuable object and II a 50 per cent chance of a much less
valuable one. Surely, in the absence of further information about them
the reasonable solution would be to choose \( p \) and \( q \) so as to equalize ex­pected monetary reward – not to equalize the chances of getting two very
different rewards. When we throw away information not only about the
physical nature of the problem, but also about interpersonal utility infor­mation, we lose an essential aspect of the bargaining process. In fact, our
intuitions about the bargaining problem between the rich man and the poor
man probably derive as much from interpersonal comparisons of utility as
from the fact that the poor man’s marginal utility decreases more rapidly.
To a poor man, an extra dollar simply means much more than it does to
the rich, who has, therefore, much less to lose if no bargain is struck.

Alvin Roth and his collaborators conducted extensive behavioural stud­ies of the invariance condition. They found that with different prizes the
outcome of bargaining was not a fifty–fifty allocation of the chances. On
average, the outcomes favoured the party with a smaller prize. They did
not find, however, that the outcomes clustered around the allocation that
would give equal expected monetary value. Rather the distribution was
bimodal and tended to cluster around two “focal points”: the equal prob­ability agreement and the “equal expected value” agreement that gives
each bargainer the same expected value. This finding suggests that to
have an equal division of something is more important than the nature of the
dividendum. This idea, which is also supported by studies from non­bargaining contexts, is explored in Chapter 6.

Symmetry is intended to capture the idea that when the parties have the
same bargaining power, the outcome should in some sense reflect that
equality. Given invariance, ‘bargaining power’ cannot here refer to absolute
levels of utility. It has to be understood in terms of features which
remain invariant under positive linear transformations. If we think again in
terms of an underlying monetary bargain, one such feature could be the
rate of decrease of the marginal utility of money. The notion of bargaining
power is discussed separately later.
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21 The following draws upon Kalai (1985) and Roth (1987).
22 For an argument that interpersonal comparisons of utility are not only possible but
inevitable see Davidson (1986). A method for constructing interpersonal comparisons from
intrapersonal comparisons is proposed by Ortuno-Ortin and Roemer (1987). It is clear that
sometimes we have no difficulty carrying out such comparisons. It would be tempting to
conclude that with more progress in psychology an increasing number of cases should lend
themselves to comparison. This presupposes, however, that utility (or happiness, welfare or
well-being) is a one-dimensional concept. If, however, utility is many-dimensional (as sug­
gested in Sen 1980–1), we may never be able to do better than a partial ordering of welfare
levels.
23 It could be, of course, that A is so inept at transforming goods into utility that he
requires a Rolls Royce to achieve the same utility level for which B needs only a bicycle. But
surely the burden of proof will then be on A to produce evidence about this unlikely state of
affairs.
24 I am grateful to Luc Bovens for helping me see more clearly the relation between intra­
personal and interpersonal comparisons of utility in such cases.
25 Summarized in Roth (1987).
26 Ibid., p. 21.
27 Harris and Joyce (1980).
Independence of irrelevant alternatives implies, in terms of Fig. 2.1, that when the feasible set is restricted from \( OPABTO \) to \( OQABTO \), the solution should remain at \( A \) since this point remains feasible. One might want to object to this condition. It would appear that the bargaining strength of II is weakened when the part of the feasible set which is most favourable to him is eliminated. Hence if outcomes reflect bargaining strength, II should fare worse in the smaller bargaining problem than in the larger. At the very least, he should not be able to improve his position when the odds change against him. To capture this intuition Ehud Kalai and Meir Smorodinsky have proposed an alternative condition, to be substituted for the Nash independence condition. This axiom of monotonicity, like the independence condition, is stated as a comparison between two bargaining problems. It says that if, for every utility level that player I may demand, the maximum feasible utility level for player II is at least as large in the second game as in the first, then the utility level assigned to player II according to the solution should not be less in the second game than in the first. Or, more briefly, no one should suffer from the feasible set expanding in his favour.

Kalai and Smorodinsky proved that this condition, together with Pareto optimality, invariance and symmetry, implies the following solution concept. The utility gains should be proportional to the maximum feasible gains which the parties could achieve. In Fig. 2.1, the (nonfeasible) combination of the maximal feasible gains for the problem \( OPABTO \) is represented by the point \( R \). The solution occurs at the intersection between the Pareto frontier \( PABT \) and the line from \( R \) to the disagreement point \( d \). In this case, the Nash solution and the Kalai–Smorodinsky solution happen to coincide. If, however, we restrict the feasible set to \( OQABTO \) the Nash solution remains at \( A \) while the Kalai–Smorodinsky solution is moved to \( B \).

This solution concept is arguably more plausible than that of Nash, both on behavioural and on normative grounds. 'Intuitions about "bargaining power" and "fairness" might include the notion that if A could win a lot in a bargaining situation, he or she is "entitled" to more than if he or she could only, in the best of circumstances, win a little'. Although the experimental evidence is ambiguous, one would expect wage bargaining, for instance, to be sensitive to the maximal feasible gain. Higher unemployment benefits, which increase the workers' reservation wage and hence reduce the maximal feasible profit, should strengthen the bargaining power of the workers. Under the Kalai–Smorodinsky solution this will always happen. In the cooperative Nash model, it may or may not happen. (We shall later see that in noncooperative models it essentially never happens.) Thus in Fig. 2.3, define \( S \) as the set spanned by \((0, 0), (0, 7), (6, 4)\) and \((7, 0)\) and compare the two bargaining games with disagreement points \( d = (0, 0) \) and \( d' = (1, 0) \). We may think of the second game as defined by an increase in the reservation wage for the workers (player I). We observe that under the Kalai–Smorodinsky solution, the outcome is shifted.
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28 Kalai and Smorodinsky (1975).
29 The maximum feasible gains are constrained by the disagreement point. What I can get in the event that II gets less than his disagreement payoff cannot be relevant to the outcome.
in favour of the workers, whereas under Nash it can easily be shown to be the same in both cases, namely (6, 4).

Normatively, the monotonicity axiom seems more plausible than the independence axiom. It would seem perverse to accept a solution concept which entailed that one person could get less as a result of the feasible set expanding in his favour. Figure 2.4 (from Kalai–Smorodinsky) shows how this might happen. There are two games, both with disagreement point (0, 0) and spanned by [(0, 0), (0, 4), (3, 3) and (4, 0)] and [(0, 0), (0, 4), (4, 2.8) and (4, 0)], respectively. The Kalai–Smorodinsky solutions are found at the intersections between the diagonal and the bargaining frontiers: (3, 3) in the smaller game and (40/13, 40/13) in the larger. The Nash solutions are at the corners in both games. In the second game II is more highly favoured than in the first game, and yet under Nash he ends up with less in the second.

If we try to assess the two conditions from an analytical point of view, to determine which, if any, would be respected by rational players, intuition can easily lead us astray. Both conditions have analogues in the theory of individual choice, where they are plausible and perfectly consistent with each other. Here the independence condition says that choices should not change when the feasible set contracts to exclude an item that was not chosen in the first place. If the menu offers beef, chicken and salmon and the customer has chosen chicken, he should not, barring special circumstances, switch to beef upon hearing that the restaurant is out of salmon. The monotonicity condition for individual choice simply says that less is never preferred to more. Barring special cases, this condition also seems innocent and compelling.

When we go from one-person choice to two-person bargaining, however, the conditions are far from compelling. This is partially reflected in the fact that they cannot be satisfied simultaneously, given the other Nash axioms, but since those axioms themselves are far from unquestionable we should not place too much weight on the inconsistency. One should just be wary in general of thinking that the constraints on the outcome of individual choice carry over to the outcome of bargaining. The conditions must be justified directly as conditions on bargaining, not by analogy from individual choice.

Both the independence condition and the monotonicity conditions are stated in terms of a comparison between two bargaining situations. There is no reason for these to involve the same persons, or the same bargaining objects. All that matters is that the feasible utility sets and the disagreement points are related in certain ways. Yet the conditions should also apply to the special case when the same individuals are bargaining under different circumstances. When interpreted in this way, Nash’s independence condition appears implausible. Consider, for instance, wage bargaining under full employment, before and after protectionist measures have been passed for the industry in question. Michael Wallerstein has shown that (a close relative of) the Kalai–Smorodinsky solution ensures that both workers and management benefit when protectionism is introduced in a situation of full employment. The workers get higher wages, the management higher prof-

32 Actually, both parties are more highly favoured. However, I gains under both solution concepts when the feasible set is expanded in his favour.

33 He might rationally do so, however, if he believes that restaurants which make good chicken always make a point of being well stocked with salmon. Levi (1986) shows that similar behaviour might also occur as a by-product of a rational way of coping with value conflicts. Less rational ways in which the feasible set can affect preferences are discussed in Elster (1983a), ch. 3.

34 A restaurant customer might prefer less to more if he believes that the quality of each item is inversely proportional to the number of items from which he can choose. A rational individual who knows his own propensity to overeat might want to have less food in the house rather than more. Elster (1984), ch. 2, offers a survey of such cases.


36 An attempt to provide strategic foundations for the independence condition is that of Binmore (1987b). The argument is less compelling, however, than the corresponding argument for the irrelevance of outside options, further discussed later.

its. Under the Nash solution, however, the workers do not benefit at all from the larger earning power of their firm.\textsuperscript{38} By contrast, in a situation of unemployment workers do benefit from protectionism under both solution concepts. Hence Wallerstein concludes, 'Unions, according to the Nash solution, are foul-weather allies in protectionist coalitions'. While the Nash solution, like any bargaining solution, specifies that both parties benefit from cooperating, it does not always imply that both parties gain from an increase in the gains from cooperation. Intuitively, this makes no sense. Surely, the workers would insist on a share in the increased earnings made possible by protectionism.\textsuperscript{39} If the Nash solution predicts otherwise, this goes only to show how implausible it is.

This observation can be generalized. All varieties of formal bargaining theory, when applied to wage negotiations, imply that the primary thing to be explained is the wage level. Wage increases, by contrast, are secondary — to be derived by subtracting one wage level from another. There is no analytical difference between wage differences and wage increases. It makes no difference whether \((S, d)\) and \((S', d')\) are two bargaining games that take place on two different planets or two games that take place between the same management and the same union in two successive years. In actual wage bargaining, of course, these two cases differ vastly, since the workers remember what they got last time. The baseline for bargaining is given not only by what they would get in the absence of any cooperation, but also by what they got in the previous round of negotiations. If \((S, d)\) and \((S', d')\) took place on two different planets, the outcome might conceivably be the same even though the first occurred in a nonprotectionist and the second in a protectionist context. It is not conceivable, however, that a union would accept an unchanged wage when the firm suddenly benefited from protectionist measures. One cannot assume that wage increases can simply be derived from wage levels. Sometimes a separate analytical apparatus may be needed to explain wage increases. I return to these matters in Chapter 6.

**Noncooperative bargaining theory**

Usually, we think of competition and bargaining as intensely interactive and conflictual processes, involving winners and losers, failures as well as successes. Mainstream economic theory has taken the bite out of both, representing them by the equilibrium features of their outcomes rather than by their internal dynamics. Reactions to the aseptic and sanitized notion of competition have come mainly from the Austrian school of economics, including contemporary followers of Joseph Schumpeter.\textsuperscript{40} By and large, the mainstream remains unaffected by the criticism. Although the objections are often telling, their target is well and alive, protected by the fact that you cannot beat something with nothing. Where the alternative writers pride themselves on the realism of their models, the mainstream economist sees only ad hoc assumptions in stark contrast to the simplicity and power of equilibrium theory.\textsuperscript{41}

Attempts to desanitize bargaining theory have proved more successful, but only after several false starts. The features of bargaining that must be incorporated into a dynamic model with rational players include the following. First, bargaining is a process that can be broken down into successive offers and counteroffers. A bargaining solution must be defined as the outcome of a process of bargaining or, more subtly, as driven by the anticipation of this process, which need not actually take place. Second, bargaining is costly. For one thing, players who care more about the present than the future always suffer from a delay. A fifty–fifty split of a dollar between you and me tomorrow is worth less to each of us than the same division today. 'If it did not matter when people agreed, it would not matter whether or not they agreed at all'.\textsuperscript{42} Other costs of bargaining are discussed later. Third, threats made in the course of bargaining must be credible. A rational bargainer with no access to precommitment devices will not be taken seriously if he makes a threat which it will not be in his interest to carry out when the time to do so arrives. A father might say, for instance, that if the mother gets custody he will not exercise his visitation rights, thus harming the child and, through the child, the mother. But if the mother knows that the father is too rational to cut off his nose to spite his face, she will not take the threat seriously. Management cannot credibly threaten with lock-out if the workers know that the ensuing loss of customers would cripple the firm.

An early attempt to provide noncooperative foundations for cooperative bargaining theory was made by John Harsanyi.\textsuperscript{43} He showed in 1956 that a model of stepwise bargaining, governed by a concession rule proposed

\textsuperscript{38} The result presupposes a production function of the Cobb–Douglas kind. With other functions, the counterintuitive conclusion does not follow.

\textsuperscript{39} I am indebted to Fredrik Engelstad for forcing this point on me.

\textsuperscript{40} Nelson and Winter (1982) offer the most fully developed version of this view.

\textsuperscript{41} For elaborations of this argument, see Elster (1983c, 1986).

\textsuperscript{42} Cross (1965), p. 196.

\textsuperscript{43} Harsanyi (1956), more fully set out in Harsanyi (1977a).
by Fredric Zeuthen some twenty-five years earlier, converges to Nash’s solution of bargaining as a cooperative game. One problem with Harsanyi’s argument is that there is far from full agreement that the concession rule is rational. A deeper problem stems from the fact that although bargaining in his model takes place in real time, so that the sequence of proposals and counterproposals actually has to be gone through, it is assumed to be costless. He neglects the fact that in a temporally extended sequence of proposals and counterproposals the parties are in effect bargaining over a shrinking pie. An agreement may finally be reached, but in the meantime much of the gain from cooperation has been squandered.

Harsanyi’s model satisfies only the first requirement, that the model of bargaining be process-oriented. Other models, which also satisfy the second requirement, rest on artificial assumptions about motivation and expectations.44 Ariel Rubinstein’s path-breaking 1982 article provided the first model in which all three requirements are satisfied.45 To explain the workings of the model, I shall proceed in three steps. First, I shall explain the idea of a perfect equilibrium, which is central to these noncooperative models of bargaining. Next, I shall illustrate the idea with respect to a particular bargaining problem. Finally, I shall use an ingenious technique invented by A. Shaked and J. Sutton to derive the solution to a simple, although representative, bargaining game.

The traditional equilibrium concept in noncooperative game theory is, like the best-known solution concept in cooperative bargaining theory, associated with John Nash.46 As explained in the Introduction, an equilibrium (or Nash equilibrium, as it is usually called) is a set of strategies that are best replies to each other. In equilibrium, nobody can improve his outcome by unilateral deviation. In games with several equilibria, game theory often has no way of determining which will in fact be chosen.47 In such cases, it was usually assumed that one equilibrium is as likely to be realized as any other, until Reinhard Selten demonstrated that only perfect equilibria – to be defined in a moment – will in fact be chosen.48 Nash equilibria that are not perfect, such as equilibria that rest on noncredible threats, will never be realized.

Figure 2.5 offers two representations of the same game.49 The left-hand representation shows the game in extensive form, as a sequence of moves and countermoves. Player I moves first. If he chooses a, the game is over. If he chooses b, player II chooses between c and d. Numbers at the end nodes represent payoffs to the players, the first number being the payoff to I. The right-hand representation has reduced the game to the normal form, which states the relations between strategies and outcomes in a compact way. In fact, the normal-form representation is too compact, since vital information is lost. In the normal form there are two equilibria, (1, 3) and (2, 2). For all we know, either might be realized. The extensive form makes it clear, however, that the outcome (1, 3) will never be reached, unless II can precommit himself to use c in case I plays b. The threat to use c is not credible, since it will not be in II’s interest to execute the threat if the second node should be reached. If we assume that precommitment is unfeasible, I will play b.50

I shall now extend this reasoning to sequential bargaining games, in which the parties take turns making proposals and counterproposals. The game comes to an end when one party makes an offer that is accepted by the other. For simplicity, assume that the parties are bargaining over the

---

44 Cross (1965); Coddington (1968).
46 Nash (1951).
47 Harsanyi and Selten (1988), who offer a ‘general theory for equilibrium selection’, point out (p. 366) that ‘Rubinstein’s approach provides an interesting alternative in many cases to our own theory for selecting a unique solution to sequential games. But in its present form it seems that it cannot be extended to games involving simultaneous moves by the players’. My concern here is with sequential games, for which Rubinstein provides a simple and tractable analysis.
48 Selten (1975).
49 The example is taken from Harsanyi (1977b).
50 In the next chapter and in the concluding chapter I discuss how social norms could lend credibility to I’s threat.
division of a dollar. A strategy in sequential bargaining is a response function that for any sequence of offers and counteroffers up to a given point defines a unique behavior: either acceptance of the previous offer or, if that is rejected, a new offer. An insistent offer is a response function that always makes the same demand and accepts only if the same proposal is made by the other party. Clearly, any Pareto-optimal pair of insistent offers is an equilibrium. If one party insists on getting \( 1 - x \) and the other insists on \( x \), we are in equilibrium, for any \( x \) between 0 and 1. But are all these equilibria perfect? Is the threat to hold out credible?

Consider the game depicted in Fig. 2.6.\(^\text{51}\) Players I and II are to divide a dollar. We assume that the parties incur costs in each bargaining period — for instance, because of the need to pay lawyers. (Time discounting is not assumed here.) The utility to I of getting \( s \) at \( t \) is \( s - 0.1t \). The utility to II of getting \( s \) at \( t \) is \( s - 0.2t \). Clearly, II is at a disadvantage, since his lawyer is twice as expensive as I’s.\(^\text{52}\) Suppose that II has decided to hold out for 0.5 and that at time \( t \) I makes an offer of \((0.6, 0.4)\). Can II credibly hold out? If II accepts, she gets 0.4 — 0.2t. If she holds out for 0.5, she can at most get \( 0.5 - (t + 1)0.2 = 0.3 - 0.2t \). But that is less than she could get by accepting the offer; hence the threat to hold out is not credible. Note that the credibility of threats is intimately linked to the costs of bargaining.

Consider next a worker and a firm bargaining over a dollar, with the cost of bargaining represented by the fact that future payoffs are discounted to present value by a factor \( d \). the same for both parties. This is the only cost of bargaining. Offers are made and accepted or rejected in the same time period. But a new offer has to be made in a new period. In other words, to refuse an offer always involves a costly delay, which may or may not be offset by the prospect of getting a better deal. The firm makes the first offer. Then consider the subsequence shown in Fig. 2.7.

\(^{51}\) From Rubinstein (1982).

\(^{52}\) This difference might reflect superior bargaining abilities of II’s lawyer. But there is no way in which this element can be incorporated into this model.

Considered from \( t = 0 \), the discounted value of what the firm and the worker will have to divide at \( t = 2 \) is \( d^2 \). Let us look (still from the point of \( t = 0 \)) at the subgame that begins at \( t = 2 \). Suppose that \( M \) cents is the maximum the firm can get in any perfect equilibrium of this subgame. We do not know what this maximum is, except that it is determined by the feasible set and by the bargaining power (explained later) of the parties. In this case, the only source of asymmetrical bargaining power derives from the fact that the firm moves first. Discounted to \( t = 0 \), the value of this maximum is \( d^2 \cdot M \). Consider now, still from the point of view of \( t = 0 \), what the worker should do at \( t = 1 \). He does not have to offer the firm more than \( d^2 \cdot M \), because the firm cannot credibly hold out for more. If the firm rejects the offer, it has to go into a new period, in which it can get at most \( d^2 \cdot M \). At \( t = 1 \), the total value of the dividendum is \( d \). Thus the worker gets at least \( d - d^2 \cdot M \). Consider now the offer made by the firm in the first period. Any offer it makes has to leave the worker with at least \( d - d^2 \cdot M \). Hence the maximum of what the firm can get is \( 1 - (d - d^2 \cdot M) \). But the game at \( t = 0 \) is identical to the game at \( t = 2 \). In both cases, the two players look down the same infinite path of offers and counteroffers. Hence the maximal amounts the firm can get in these two games must be the same.

From \( M = 1 - (d - d^2 \cdot M) \) we derive \( M = 1/(1 + d) \). This also turns out to be the minimum of what the firm can get, since the game argument can be repeated, minima and maxima being interchanged throughout. Since \( M \) is both the maximum and the minimum of what the firm will get, it defines the outcome of the bargaining game. The worker’s share is \( d/(1 + d) \). The agreement will be reached in the first bargaining round, since neither party can gain from holding out. Assume that \( d = 0.9 \), so that both are quite patient. Then the firm gets 0.53 and the worker gets 0.47. Assume that \( d = 0.5 \), so that both are quite impatient. Then the firm gets two-thirds and the firm gets one-third. In other words, the heavier the parties discount the future, the larger the advantage of being the first player.

This argument relies heavily on backward induction and hence is vul-
nerable to the objections stated in the Introduction. On the one hand, the argument is supposed to show that the firm and the worker will reach agreement instantaneously, agreeing to share the dollar as just stated. On the other hand, what forces agreement is the prospect of offers and counteroffers in later bargaining rounds. But the assumption that there will be later bargaining rounds is inconsistent with the conclusion derived from that assumption. When the firm contemplates the idea of being at \( t = 2 \), it should know that this can occur only if something goes wrong, since if both are rational they will never get that far down the path. Perhaps the reason they are at \( t = 2 \) is that the worker is irrational. But in that case, he might be so stubborn as to hold out for something he should know he cannot get. Faced with a potentially irrational opponent, the firm might have to concede more than it would otherwise have done. The worker, of course, has to go through similar reasoning. The outcome is essentially indeterminate. As I said in the Introduction, I suspect that the last word on the matter has not been said.

By now, a variety of noncooperative bargaining models have been proposed, differing mainly in the determinants of the costs of bargaining. First, there are time-preference models similar to the one just discussed, but allowing for the possibility that the parties may have different rates of time discounting. Second, there are fixed-cost models of the kind mentioned earlier, with, for instance, the need to pay lawyers being the main cost of bargaining. Third, there are models that stipulate an exogenously given probability that bargaining might break down – for instance, because the opportunity for a joint venture ceases to be present. A firm and an inventor bargaining over a contract run the risk, for instance, that if negotiations drag out another firm might preempt the idea. Some models relax the assumption of alternate offers and counteroffers by stipulating that after the proposal and rejection of an offer there is a positive probability that the same party will make the next offer.

Bargaining power

Both cooperative and noncooperative models of bargaining try to capture the notion of bargaining power. Focusing on the simple case of dividing a sum of money, deviation from equal division can be explained only by unequal bargaining power. Here I consider mainly bargaining power derived from the material preferences and resources of the parties as well as from the temporal structure of the bargaining process. In Chapter 6 I also discuss social norms as a determinant of the outcome of bargaining.

In some models, bargaining power is simply taken as a parameter to be estimated. The generalized Nash solution is often used for this purpose. Whereas the simple Nash solution states that the outcome of bargaining will be the utility pair \((u_i, u_{ii})\) which maximizes the product \(u_i \cdot u_{ii}\), the generalized solution defines it as the pair which maximizes the product \(u_i^a \cdot u_{ii}^{1-a}\), with \(0 < a < 1\). [I assume that the disagreement point is \((0, 0)\).] Here \(a\) is a parameter that is supposed to capture all determinants of relative bargaining power: bargaining ability, resources to hold out during a conflict, support in public opinion or anything else that might be relevant, including normative considerations. Econometric work can then be carried out to estimate the parameter. In addition, by stipulating that bargaining power is a linear function of variables like unemployment and cost of living, one can estimate the importance of each determinant of bargaining power in shaping the outcome. I will not comment on this approach, except to say that it is vitiated by its lack of microfoundations and the mechanical character of the assumptions.

There have been attempts, however, to provide noncooperative foundations for the generalized Nash solution. In models with an exogenously given probability of break-down, the outcome favours the party whose estimate of this event is lower. In models with different rates of time preference, the outcome favours the less impatient party who can say, credibly, that he does not mind waiting. In both models, it can be shown that as the length of the bargaining intervals goes to zero, the outcome of the bargaining game converges to a generalized Nash solution. In the first model, the bargaining parameter is a function of the rates of time preference and in the second a function of the subjective probabilities assigned to a breakdown. With positive intervals between the offers, the party who makes the first proposal has an advantage, but in the limit it does not matter who moves first. In the special case where the parties have the same time preferences or the same beliefs, the noncooperative outcome converges to the simple Nash solution.

53 For surveys, see Sutton (1986) and Binmore, Rubinstein and Wolinsky (1986).
54 See, e.g., Moene (1988b).
This demonstration does not automatically provide microfoundations for the Nash solution as traditionally conceived. For one thing, when the bargaining interval is incompressible – perhaps because the union leader has to go back to his constituency to discuss the offer – the Nash solution will not obtain. More important, the disagreement point in the noncooperative version of the Nash solution differs from the traditional conception of the status quo in bargaining. Because the point is fundamental, it should be discussed at some length.

Using wage bargaining as an example, we can ask what happens if management and the union fail to reach agreement. There are two ways of looking at the matter. One is to assume that the parties fall back on their outside options, that is, on the state which would obtain if the joint venture were definitely dismantled. The workers may find a job in another firm or live on unemployment benefits. Assuming that managers act only as representatives of the owners, they may sell off the physical assets of the firm and redeploy the capital elsewhere. In child custody bargaining, the outside option of the parties is represented by the expected legal decision. An alternative is to assume that the joint venture is only temporarily dismantled until agreement is reached. In that case the parties must do with their inside options, that is, what they can get during the conflict. The workers might have to rely on their strike funds. The firm might get support from the employers' association. One of the parents usually has temporary custody until they agree on a final settlement or refer the matter to the court.

It seems clear that both inside and outside options are relevant to the outcome of bargaining. Noncooperative theorists argue, however, that they matter in fundamentally different ways. Outside options constrain the outcome but do not influence it in any other way. Inside options affect the outcome via the bargaining power the parties can derive from them. Specifically, inside options determine whether threats are credible. Hence the noncooperative version of the generalized Nash solution says that the agreement will maximize the weighted product of the utility gains of the parties compared with their inside options. In cooperative models, by contrast, it has been tacitly assumed, albeit with some confusion, that what is maximized is the weighted product of the utility gains compared with the outside options.

Here is a numerical illustration. Suppose that workers in the firm are currently earning $8 per hour. They know that they could get a job in another firm at $6. Their strike fund will ensure them an income equivalent to $4 per hour. Under these conditions, assume that the outcome of bargaining is $9. Assume now that the reservation wage increases from $6 to $7, while everything else remains constant. The noncooperative theory then predicts that the change will not affect the bargaining outcome. If, however, the strike fund swells to ensure the workers $5 per hour, the workers might well be able to get $10 instead of $9. Outside options serve as floors on what the workers will get but have no role beyond that. The workers can credibly threaten to leave the firm if they are offered less than what they could get elsewhere, but they cannot credibly threaten to leave the firm if the alternative wage is below the management's offer. And it makes no difference to the credibility whether the alternative wage is well below that offer or only a little below. By contrast, the credibility of a strike threat is affected by any change in the value of the inside option.

The point can be brought home by a comparison of two varieties of noncooperative models. In both, there are costs of bargaining from discounting. One case is defined by the feature that if a random event occurs (with known probability), the party whose turn it is to make an offer can decide to quit the game, in which case both players receive fixed payoffs, or decide to stay in with a new proposal. The other case is defined by the feature that if the random event occurs, the game is over and the players receive their fixed payoffs. In the former case, the fixed payoffs

57 A good example is provided by inside subcontracting in Hungarian enterprises (Szücs 1989). In this system, skilled workers in the firm are allowed to set up work partnerships that 'have authority and legal status as semi-autonomous economic units to enter into contracts [usually with the mother enterprise] to produce goods and services during free hours, using factory equipment'. The outside options in firm-partnership bargaining are, for the firm, the price of outside labour (often Polish workers or workers hired from cooperatives) and, for the workers, normal overtime pay. Inside options also affect the outcome, since workers 'frequently use their tacit knowledge of the economic difficulties of firms to bargain for better rates for their partnerships'. Sabel and Stark (1982), p. 458, make the opposite argument: 'The existence of such a secondary economy clearly augments the bargaining power of workers in the primary plants'. To the extent that these secondary jobs are in inside subcontracting, the argument seems incorrect. Since only workers who already hold a regular job in the firm are allowed to enter work partnerships, they cannot credibly threaten to leave the firm and work full time in the second economy.

58 See especially Sutton, Shaked and Binmore (1986).

59 McDonald and Solow (1981) seem to confuse inside and outside options. Using the cooperative framework, they write that the disagreement outcome for the workers is an outside option, determined by such elements as unemployment benefits, the value of leisure, the value of working around the house, net gains from illegal activities and the expected value of alternative employment opportunities (p. 899). For the firm, the disagreement is an inside option: zero profits or even negative profits if there are fixed costs that have to be paid (p. 905). The same confusion is found in Svejnar (1986), p. 1057.

60 Sutton (1986).
serve as outside options. They constrain the outcome of the game but do not otherwise affect it. In the second case, however, it can be shown that the fixed payoffs do affect the outcome over and above the constraining effect. The intuition behind this result is that ‘small options, if chosen voluntarily, have no effect; the “exogenous intervention”’ mechanism serves to make (even small) threats credible’. 61

Let me summarize. When agreement is forced by the risk of bargaining breaking down, the classical Nash model gives the right result. The outcome maximizes the product of the gains relative to ‘fall-back’ outside options, but only because these options cannot be freely chosen. The outside options shape the outcome because they are, as it were, part of the inside options. By contrast, when agreement is forced by time discounting, outside options have no effect beyond that of constraining the outcome. Within the constraints, the solution is determined by the inside options.

The argument about ‘the irrelevance of outside options’ is related in spirit to the condition that the outcome be independent of irrelevant alternatives. Changes in options that would not be realized anyway should not affect the outcome. Whether these options are inside the bargaining range or fall-back options in case bargaining fails, they can have no effect on the outcome beyond constraining it. The alternative view – that changes in options far from the outcome might nevertheless affect it – would involve a social analogue to action at a distance. Within the paradigm of ‘norm-free’ bargaining, these arguments are compelling. Rational players would not take account of changes that have no impact on the bargaining power of the parties.

Behaviourally, however, there is no doubt that irrelevant alternatives and outside options do make a difference. Figure 2.8 represents a symmetrical bargaining game OCD with outside options at the origin and the solution at B. Consider now a truncation of the feasible set that excludes all alternatives above AB. If we believe in the independence of irrelevant alternatives, the solution in the modified game OABC should remain at B. Common sense suggests that it will not: player I will not accept that II will get his best possible payoff whereas I will have to be content with something well below his maximum. A trade union leader, for instance, could never make his constituents accept an outcome whereby he had to make all the concessions and management none. The Kalai–Smorodinsky solution, which suggests that the outcome in the modified game will be at G, is more plausible.

Consider now a different truncation of the game, from OCD to ABD, resulting from a change in the outside option of II. 62 Within the noncooperative framework, this should not make any difference: the solution should remain at B. Once again, however, this is behaviourally implausible. We may imagine that I and II are bargaining over the division of a sum of money, for example, $200. In the original game, they get nothing if they fail to agree. In the modified game, II is sure to get $100 if they fail to reach agreement. This game can be plausibly described as if I and II were bargaining over a sum of money, say, $100, in which case we would expect the solution to yield an equal division at F rather than remain at B. The noncooperative theory of rational bargaining tells us that all three games should have the same solution at B. Common sense tells us that they will have three different solutions. The discrepancy between theory and common sense may be due to a faulty conception of rationality, as suggested by the comments on backward induction. Or, assuming that conception to be correct, common sense may induce deviations from rational behaviour. The latter position is unstable, however, since ultimately the raw material for any theory of rational behaviour is our intuitions about what it makes sense to do in particular cases.

These deviations from what the theory tells rational players to do are

61 Ibid., p. 715.

62 I am indebted to Michael Wallerstein for this example.
frequently found in real-life bargaining. I have already argued that ‘irrelevant’ alternatives are relevant to capital–labour bargaining. Similarly, outside options affected the outcome, over and above their constraining effect. Workers look at the wage rate in other firms, to preserve existing wage differentials. The norms of fairness that govern capital–labour and labour–labour relations form the topic of Chapter 6.

The main determinants of bargaining power are time preferences, risk aversion and inside options. The more impatient, the more risk averse and the lower one’s disagreement utility, the weaker is one’s bargaining position. These subjective elements are often highly correlated with one another and with the objective wealth of the parties. Under standard conditions the less wealthy are more impatient, are more risk averse, and have a lower level of disagreement utility.

The relation between the objective and the subjective elements in bargaining is complicated. In principle, only subjective elements matter, yet in practice only the objective ones are observable. If psychology were essentially similar across people, all subjective differences would be caused by objective differences. Just as one person has different time preferences and risk attitudes at different levels of wealth, subjective differences across persons can be induced by objective differences. But subjective differences cannot be fully reduced to objective ones. The parties’ external circumstances may be identical and yet their personalities or temperaments may differ.63

Some people are content because they have much, others because they have learned to be content with little. In either case, their bargaining power is enhanced: by caring less about what they get, they get more.64 Attitudes towards risk can similarly arise in two ways. First, there is the wealth-induced effect: a rich man will be more willing to take risks than a poor man. Second, people differ intrinsically in their subjective attitudes towards risk taking, independently of their external circumstances. Some people are naturally cautious, others are daring or even reckless. In von Neumann–Morgenstern utility functions these two mechanisms are inextricably intertwined, but in principle they can and should be distinguished.65 Whatever the source of risk aversion, it usually is a handicap in bargaining.66 Time preferences, finally, also arise in two ways. First, again, there is a wealth-induced effect: a rich man can better afford to wait. Second, people may differ intrinsically in their subjective rates of time preference, independently of their external circumstances.

The upshot of these remarks is the following. Bargainers can enhance their bargaining power to the extent that they can credibly communicate low utility gains, low risk aversion and low time discounting. To the extent that these follow naturally from their external situation, no special evidence is needed for these claims to be credible. To the extent that they go against what one might expect from the external situation, special evidence is necessary. The evidence must not be related to the bargaining situation, because if it is, the adversary will assume that it has been produced for the special purpose of gaining an advantage in bargaining. A union that incurs the costs of a strike in order to prove that it is less impatient and risk averse than would otherwise be assumed might end up having the worst of both worlds. It loses in the current round without gaining the credibility that would get it more the next time around.

Temporal asymmetries in the bargaining process can also influence the bargaining power of the parties. I have already mentioned that the party who moves first has an advantage. In addition, a party that needs more time to respond to a proposal by the other party has an edge in the bargaining process. The more the bargaining pie shrinks during the period when the union considers an offer by the employers, the more likely they lose by not giving in to the union’s claim and hence the more likely they are to do so.67 The internal weakness and lack of integration of many

63 For a striking example, consider a play once planned by Jean-Paul Sartre. ‘Colette Audri, with whom Sartre once discussed this play, tells us that the play was to be called The Wager (after Pascal’s wager), and would concern a child who is not wanted by his father. The mother, however, does not let herself be pressed into abortion, although a horrible life has been prophesied for the child: severe trials and reverses, poverty, and finally death at the stake. The child is born, grows up, and everything takes place as prophesied. “In fact he changes nothing material in his existence,” Sartre says. “and his life ends, as foretold, at the stake. But thanks to his personal contribution, his choice and his understanding of freedom, he transforms this horrible life into a magnificent life”’ (Frølesdal 1981, pp. 403–4).

64 Could this provide an incentive for strategic character planning? Gandhian techniques of nonviolence suggest that the question is not wholly absurd.

65 For attempts to construct cardinal utility functions without any element of intrinsic attitudes to risk see Shubik (1982), pp. 421–4 (reporting a result of L. Shapley) and Sen (1977), p. 339. Unfortunately, both proposals rest on shaky psychological foundations, in that they require subjects to make comparisons whose subjective meaningfulness is highly doubtful.

66 In special cases, risk aversion may enhance one’s bargaining power. Thus ‘for bargaining games in which potential agreements involve lotteries which have a positive probability of leaving one of the players worse off than if a disagreement had occurred, the more risk averse a player, the better the terms of the agreement which he must be offered in order to induce him to reach an agreement and to compensate him for the risk involved’ (Roth and Rothblum 1982).

unions may, paradoxically, enhance their bargaining power because they can claim, credibly, that it will take them a long time to respond to the management’s offer. Conversely, the management of a subsidiary of a multinational firm may gain bargaining power by pointing out that any counterproposal by the union will have to be sent back to headquarters.

Uncertainty, manipulation, inefficiency

The noncooperative models of bargaining discussed earlier capture part of what goes on in real-life bargaining, but far from all. While emphasizing the role of threats, they ignore the haggling, bluffing, posturing and jockeying for position which are part and parcel of any negotiation in the real world. No actual haggling takes place in these models, only virtual haggling, as a result of which agreement is reached in the first moves of the game. There are no elements of uncertainty, nor any possibility for strategic prebargaining moves. The remainder of this chapter is devoted to these issues.

I shall discuss three closely related questions. First, what is the role of information and uncertainty in bargaining? Second, what is the scope for strategic manipulation in bargaining? Third, how many of the benefits from cooperation are realized in actual bargaining? The first and the second questions are related because uncertainty creates an incentive for strategic misrepresentation of preferences and other factual matters (such as wage statistics). The first and the third are related because uncertainty, with or without misrepresentation, may lead to the break-down of bargaining. The second and third are related because attempts to influence the feasible set or the disagreement point can lead to waste of resources, through failure to reach agreement or for other reasons. The central argument, linking all three questions, is easily summarized: to increase their distributive shares, bargainers engage in tactics that either decrease the probability of reaching agreement or decrease the size of the total to be shared. In both cases, social losses result.

Uncertainty and the role of information

Uncertainty is massively important in bargaining. Because the buyer and seller of a house do not know each other’s reservation prices, they often go through an intricate dance of soliciting and misrepresenting information. Also, the buyer knows that the seller knows more about the house than he can find out from brief or even from extensive inspection. If he buys in the summer, he has largely to take the seller’s word for what it will be like in the winter. The example suggests that the distribution of information is doubly asymmetrical. First, on each side there are subjective items that only that side knows, such as that party’s preferences and information. Second, there can be information about objective items which in principle is available to both parties but in practice to only one of them.

Uncertainty about preferences has several aspects. In all bargaining, risk attitudes and time preferences are central. In bargaining over multidimensional packages, the parties’ subjective trade-offs among the components can be very important. Interpersonal comparisons of utility can have a massive impact. Bargainers who meet each other over and over again usually end up learning a great deal about each other’s preferences, but one-off bargains are obviously very different. Even bargainers who know each other intimately may nevertheless be able to exploit third-party uncertainty, if unresolved conflicts are to be arbitrated. In court a husband may be able to present himself as a caring and competent father, although it is common knowledge between his wife and himself that he would neglect the child were he to get custody. In private ordering between the parties, the wife may therefore have to accept a bad financial settlement in order to get custody.

Uncertainty about objective items, although a less fundamental problem, is also widespread. The seller of an oriental carpet can be assumed to know more about its quality than do most prospective buyers. Under conditions of asymmetrical information buyers may be subject to the ‘winner’s curse’: if their offer is accepted, they will suspect that they could have gotten a better deal. There may not even be any offer such that, if it is accepted, it should have been made. There may be no club willing to accept them as members which they would want to join. To see this, consider two parties bargaining over a piece of land on which there may or may not be oil. Both parties know that the owner of the land knows the exact value to him of the...
the oil, but that the prospective buyer knows only that the value to the seller is somewhere between 0 and $100 million, with any value in this range being equally likely. They also know that whatever the value is to the seller, it is half again as large for the prospective buyer, perhaps because he owns adjacent land that will make it easier to refine the oil. Assume now that the buyer makes an offer of $X, which the seller accepts. From this the buyer can infer that the land is worth at most $X to the buyer. More precisely, he knows that the value to the buyer is somewhere between 0 and X, with any value in this range being equally likely. From the buyer’s point of view, the expected value of the land to the seller is, therefore, X/2, and its expected value to him is half again as large, that is, 3X/4. But this is less than what he offered to pay. Realizing that any offer he could make that would be accepted by the buyer would be likely to buy him a piece of land worth less to him than he paid for it, he will decide not to make any offer at all. Although there is room for a mutually beneficial deal, none will be struck.

Management usually knows more than unions about the firm’s ability to pay. The firm’s duty to disclose this information is often severely limited. In Britain, the Employment Protection Act of 1975 obliges the employer to disclose to trade unions ‘information without which the trade union representatives would be to a material extent be impeded in carrying out . . . collective bargaining’, subject, however, to numerous qualifications and exceptions.73 The employer is not obliged to disclose information unless the amount of work and expenditure it would require is ‘proportionate to the value of the information’. Since ‘it is extremely difficult to define ex ante what the value of the information in collective bargaining will be’,74 employers can do more or less as they want to. In deciding how much to disclose, they will be guided both by efficiency and by distributive shares, knowing that disclosure may facilitate agreement, but also skew agreement in the union’s favour.75

There are theories of bargaining under incomplete information,76 but I do not think they are very useful. They rest on the assumption that although the bargainers are not certain about each other’s preferences or about the quality of the object of bargaining, they have well-defined subjective probability distributions over these variables. One model, for instance, assumes that the values of the object to the parties ‘are independent random variables and that each is uniformly distributed over the interval from 0 to 1 (in some monetary scale)’.77 The obvious question is: why the uniform distribution? Perhaps the assumption is supposed to be justified by the principle of insufficient reason. That principle, however, is highly dubious78 and in any case rarely appropriate in bargaining situations. A bargainer usually has enough information to entertain a subjective distribution of the ordinal probability of the values. He may, for instance, have a notion of the most probable value of the object to the other party, but no idea of how fast the probability of other values tapers off as we go to the extremes. In that case, should he assume that the distribution is normal? Lognormal? Or simply that it is a member of a family of distributions with known properties?79 In my opinion, Bayesian theories of bargaining suffer from a fundamental lack of realism, as do the closely related theories of incentive compatibility. Their results are achieved at the cost of assumptions that are not merely heroic, but close to the supernatural.80

This being said, I have no alternative theory to offer about the behaviour of rational bargainers in situations of uncertainty. Most likely, no such theory will ever be forthcoming. I do not mind: rational-choice theory cannot explain everything. In fact, the first task of rational-choice theory must be to circumscribe its own limits.81 This is not to say that the outcome of bargaining is indeterminate, only that a particular theory of bargaining fails to yield determinate results.82 To achieve or approach predictive determinacy, we then have to consider other theories. Herbert Simon’s theory of bounded rationality suggests that bargainers set themselves a target and give in as soon as it is reached. Thomas Schelling’s theory of focal points suggests that psychological salience and prominence are important. The theory of social norms – set out in Chapter 3 and applied to bargaining in Chapter 6 – suggests that notions of fairness matter. All of these theories

73 Here I draw upon Foley and Maunders (1977). 74 Ibid., p. 18. 75 Ibid., p. 106. 76 See, e.g., Myerson (1984, 1985) and Rubinstein (1985a). I do not claim to have fully mastered these highly technical papers. Their results, however, cannot be more robust than their premises, and it is the latter which I criticize in the text. I am not implying that these authors are unaware of the frailty of their premises.


79 See Hey (1981) for a devastating critique of optimal-search rules that are similarly based on the assumption that people have well-defined subjective probability distributions.

80 Elster (1989a), ch. 2, argues, in fact, that Bayesian decision theory is to modern decision making as astrology was to decision making in earlier times.

81 This is the central argument in Elster (1989a).

82 See Pen (1959), p. 91, for comments on the ‘pathetic fallacy’ of projecting our ignorance of the outcome of bilateral monopoly onto the situation itself.
cannot aspire to be much more than a phenomenological study of mechanisms. 83

Strategic manipulation of bargaining parameters

The standard bargaining models ignore the possibility of strategic misrepresentation. To see how this problem arises, we may note that a bargaining process can be broken down into the following parts. (a) There is an underlying physical bargaining environment consisting of the physically feasible outcomes and the disagreement outcome. (b) There are the preferences of the players over the physical environment. 84 (c) Combining (a) and (b), we can define the bargaining problems in utility terms (S and d). (d) Assuming a given theory of rational bargaining, we can determine the solution to the bargaining problem (S, d). (e) The parties choose agents to implement the solution. Of these (c) is merely a mathematical transformation; (d) is assumed to be exogenously given and not subject to strategic manipulation. The remaining elements, however, do lend themselves to such manipulation.

Consider first strategic distortion of preferences. For a given physical environment, a given solution concept and a given implementation, the outcome is a function of the preferences. If the real preferences are unknown, the function might instead take reported preferences as its arguments. In that case, the parties face a noncooperative game in which they have to choose which preferences to report. It has been shown that when the parties bargain over a single good, the dominant strategy is to report linear (risk-neutral) utilities, leading to equal division of the good. 85 Here strategic distortion of utility at most affects distribution, not efficiency. In bargaining over many goods, misrepresentation can also generate inefficient outcomes. 86

Consider next strategic action related to the implementation of the solution. If rational bargainers can be expected to reach a conclusion that favours one party, that party may try to turn the tables on the other by sending an irrational substitute to the bargaining table. 87 A person who is too stupid to understand the weakness of his bargaining position may refuse to yield where a rational bargainer would back down. Or one might delegate the bargaining to a person who can be counted on to carry out a threat even if it will not be in his interest to do so when the time to execute it arrives. Some societies foster codes of honour that add credibility to threats that otherwise would not be believable. It might make sense to hire a mafioso to represent one at the bargaining table (unless, of course, the other party does the same). I have more to say about this in the next chapter.

Consider, finally, strategic moves that take place before the parties sit down at the bargaining table. Let us assume that the parties know that the actual bargaining will take place according to a specific deterministic model. 88 The outcome, then, depends wholly on the feasible set S and the disagreement point d. With known preferences over the physical environment, the solution is a function of the latter. The bargainers will then try to manipulate the physical environment in a direction that skews the outcome in their favour. 89 In two-party bargaining, each party has an interest in manipulating the parameters to its advantage. If both parties engage in such maneuvering, both may lose. I discuss such failures of collective rationality in Chapter 4.

In addition to the parties directly involved, third parties may have an interest in shaping the parameters. The distinction is not sharp, since the parties might try to achieve their goal by influencing a third party with the power to shape these parameters. Unions and employers lobby for laws that, if passed, would enhance their bargaining power. Unions want laws requiring formal training and licensing for certain types of work. This affects d, by preventing employers from threatening to use unskilled labour.

87 Schelling (1963) remains the best study of such bargaining ploys.
88 Actually, what follows also applies, if more loosely, to the case in which uncertainty prevents the bargaining from being fully deterministic.
89 This principle can be used to determine whether a given attempt to reach agreement is a case of bargaining or of, say, rational discussion. Was the Constitutional Convention of 1787 a case of bargaining or of rational discussion? Many aspects of the Constitution, such as the rule whereby a slave was to be counted as three-fifths of a free person for the purpose of representation in Congress, certainly seem like the kind of compromise typically found in bargaining. If the process was purely one of bargaining we would also expect, however, the states to have made strategic moves before the convention for the purpose of strengthening their bargaining position. Minimally, we would expect them to have drummed up public opinion in a way that would make it more difficult for them to make concessions. Without evidence of such strategic behavior, we should be wary of applying the bargaining model.
Employers lobby against minimum wage legislation. If they are successful, this affects $S$, by expanding the set of feasible outcomes.

Consider first how the government can use its legislative powers to shape the disagreement point. If the law determines the outcome when private bargaining fails, it serves as a disagreement point for the latter. The decision that would be made in a court or by an arbitrator, as well as the cost of legal fees, will have to be taken into account by the parties in their private bargaining. In divorce bargaining, the financial settlement will be influenced by the law regulating custody disputes. A maternal presumption rule, for instance, enhances the financial bargaining power of women. The shift to the principle that custody should follow the best interests of the child reduces their power correspondingly. In labour-management bargaining, the government has an incentive to facilitate speedy agreement and to avoid costly strikes. To achieve this goal it may act on the disagreement point, by preventing strikes or lock-outs of indefinite duration. Although the intention may simply be to avoid loss of production, there will be distributional side effects. If management can afford to hold out longer than the union, an upper limit on the duration of strikes and lock-outs will favour the latter.

Third parties can also act on the feasible set— for example, by outlawing certain outcomes. Often, some possible contracts are forbidden because legislators believe (a) that they are inherently undesirable and (b) that they would otherwise be potential outcomes of private bargaining. It is well known, for instance, that courts will invalidate contracts by which people would sell themselves into slavery or bind themselves to perform immoral acts. . . . It is less well known that courts will refuse to enforce agreements by which people would waive the right to marry, to divorce, to sue for relief under the bankruptcy laws, to alienate labour freely, or to require a landlord to provide an apartment that meets minimum standards of habitability. In all cases, the reason is that in the absence of regulation there would be a real danger that such contracts would be made. In particular, there may be a collective action problem that is overcome by banning certain contracts. If workers bargain individually with their employer, they may all agree to work long hours even though all would be better off if all worked short hours. Each worker may have to accept long hours since the employer may, credibly, point to the existence of other workers who are willing to do so. Unionization is one way out of this collective action problem. Legislation is another.

Minimum-wage legislation and legislation on working conditions, including the length of the working day, affect the bargaining power of the parties. The extent of the impact depends on one’s view of the bargaining process. Suppose that if the union and management had bargained over wage and length of the working day without any legal limitation on either, they would have agreed on $6 per hour and a forty-hour week. If legislation sets the minimum wage to $5 and the maximum length of the week to forty-two hours, will the outcome be different? Under the Nash solution, the condition of independence of irrelevant alternatives says that the outcome should not differ. The Kalai-Smorodinsky solution, by contrast, implies that legislation matters even if the outlawed outcome would never have been the outcome of bargaining unconstrained by legislation. Suppose that legislation had set the minimum wage at exactly $6 or the maximum working week at exactly forty hours. In modern societies, it is surely implausible that the union would not achieve any gains over and above what the law ensured them. In societies less extensively permeated by norms of fair division it is perhaps more plausible that the outcome would be unaffected by irrelevant alternatives.

From third-party manipulation I now turn to manipulation by the parties themselves. Consider first strategic action on the feasible set. In addition to the lobbying efforts discussed earlier, the parties have a powerful incentive to manipulate public opinion and the mass media. If a union leader,
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92 An alternative procedure would be to act on the disagreement point, e.g., to alter the initial endowments of the parties so that such bargains would not be expected to be struck (except under circumstances that would in themselves be grounds for invalidation). Yet if the point is to ensure that, say, contracts to sell oneself into slavery are never made, outright bans are necessary.
94 For an argument in favour of the latter solution see Fried (1984).
95 As earlier, the question can be understood in two ways: as a question in comparative statics or as a question about what will happen following a transition from one regime to the other. Under the second, intuition strongly suggests that the laws will make a difference. The first supports the same intuition, albeit less strongly.
96 Intuitively, the following account seems to make sense. Each party possesses a certain amount of bargaining power. If it does not have to spend bargaining power on one issue, because the law ensures that it will get what it wants without bargaining, it has more power to spend on other issues. Similarly, if the law ensures that it can get most of what it wants without bargaining, less expenditure of bargaining power on that issue is necessary than it would be were there no legal constraints. Anyone who has engaged in bargaining will, I believe, recognize that there is something to this intuition, often expressed in phrases like 'I do not want to spend my bargaining chips on this issue.' I do not know, however, how to transform the intuition into a formal theory of bargaining.
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for instance, publicly states that he will resign unless his members get a wage increase of at least \( x \) per cent, the announcement amounts to a change of the feasible set of outcomes. To see this, consider Fig. 2.9.

Here, \( AB \) is the Pareto frontier in the absence of any public announcements. If the union makes an announcement, this amounts to imposing a cost \( ED = FA \) on the union if it accepts a wage increase short of \( x \) per cent. The frontier shifts to \( CDEF \). The Nash solution will then shift in the union's favour, as suggested by intuition. The Kalai–Smorodinsky solution shifts from \( G \) to \( E \), to the detriment of both parties, as we might expect from the monotonicity argument underlying that solution. Here the Kalai–Smorodinsky solution concept is less adequate intuitively than the Nash solution. An arbitrator might, however, announce that he will impose the Kalai–Smorodinsky solution, to prevent wasteful jockeying for position.

Consider next manipulation of the disagreement point and, more specifically, of the inside options. This is, I believe, by far the most important target of strategic action by the parties. Workers may try to build up strike funds to support themselves in case of a disagreement. These funds represent unproductive expenditures. Employers' associations may build up the equivalent of strike funds to support their member firms during strikes. Management may build up large inventories, 'both to reduce the costs of strikes when they occur and to enhance their bargaining position by reducing their vulnerability to strike threats'. Stockpiling also, however, involves obvious dead-weight losses. Resources that would otherwise be used for productive purposes may be spent on warehouses. Management may deliberately refrain from hiring young productive workers, preferring instead older, married workers with high mortgage payments that make it difficult for them to hold out during a strike. Although older workers produce less, their presence ensures that there will be more time in which to produce.

Moreover, the management may deliberately refrain from investing in capital-intensive technology which would make the firm more vulnerable to pressure by workers. The decline of the U.S. steel industry since 1959 has, in particular, been explained as the result of fear of investing in 'hostage capital'. Suboptimal investment induced by fear of worker militancy may doubly harm the workers, not only by the loss of an important bargaining chip, but also by the reduction of the total to be shared, since the use of suboptimal technology reduces the income of the firm.

It would be in the interest of management and workers if the latter could promise not to engage in costly strikes, because this would induce management to invest in more productive technology. Making credible promises involves problems, however, which mirror those of credible threats. In theory, both problems can be solved by the method of side bets: one lodges a sum with a third party, which is forfeited if the threat is not carried out or the promise not kept. In practice, no societies to my knowledge

97 After the announcement, the feasible set is no longer convex. Strictly speaking, this does not allow us to apply the Nash and Kalai–Smorodinsky solution concepts. It is easy to verify, however, that the reasoning in the text also applies to the convex hull of \( CDEF \), obtained by substituting a straight line from \( D \) to \( F \) for \( DEF \).

98 Outside options do not lend themselves to strategic manipulation. The workers in one firm have little influence over what workers earn in other firms to which they could credibly threaten to move. The management may, however, use blacklisting to prevent workers from exiting.

99 Conflict funds involve a waste of resources because they have to be kept in fairly liquid form, earning a lower interest than in their most productive use. De Geer (1986), pp. 53–4, shows how the Swedish Employers' Association was able to overcome this problem through an agreement with the banks that allowed them to borrow against their nonliquid assets.


103 For extensive discussion of these issues, see also Williamson (1985), chs. 7 and 8.

have evolved institutions that make and enforce side bets of this kind. Because of the losses that would occur if both sides of a conflict used them to make binding threats, the absence of these institutions might, on balance, be a good thing. An alternative solution might emerge if the union and firm knew that they would have to bargain again on later occasions. 'If the game between the union and the firm is played over and over again, it is possible to sustain the inconsistent (Pareto-superior) outcome as long as the discount rate is small enough and/or the length of the punishment interval is long enough, even though explicit binding contracts are unavailable'\(^{105}\). I return to this issue in the concluding chapter.

I have cited cases in which inside options are affected by the directly involved in a conflict. They can also be shaped, however, by the associations to which the parties belong or by legislative action. From the bargainers' point of view, in other words, inside options can be either strategic weapons or institutionally given constraints. The latter case has been studied by Karl Ove Moene in a noncooperative model of labour-management bargaining.\(^{106}\) By varying the threats at the disposal of labour and management, he shows that bargaining environments differ systematically in their impact on wages, profit and employment.

Moene assumes that the union's objective function is set by majority voting among the workers and that layoffs occur in inverse order of seniority.\(^{107}\) If the workers know that layoffs will never concern as much as half of the work force, the union's only interest will be to maximize wages. It will not care about employment. (From the social point of view, needless to say, employment matters.) Hence the firm can set employment unilaterally, taking account of the wage effects of its decision. Wages are set by bargaining with the union. The inside options shaping the outcome could be any of the following: go-slow, work-to-rule, official strikes or illegal wildcat strikes. The first two can be reduced to a common formula: the workers reduce their work effort somewhat and receive some fraction of the going wage. In go-slow actions the fraction is strictly smaller than 1; in work-to-rule it equals unity. The last two can also be reduced to a common formula: no work is done, workers receive some income during the strike, whereas the firm receives some support from the employers' association to which it belongs. The difference between the two forms of ind-
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\(^{106}\) Moene (1988b).  
\(^{107}\) Oswald (1985, 1986).
for themselves when there are some legal forms of industrial action than when all actions are illegal. It is less obvious which form of legal action they should prefer and what the consequences are for other parties.

The inefficiency of bargaining

One of the main points of bargaining is to make joint ventures possible, by enabling the parties to agree on the division of the gains to be made from cooperation. If they cannot agree on how to share the gains, there may be no gains to share. Bargaining, however, has costs of its own. In the words of the late Leif Johansen, ‘Bargaining has an inherent tendency to eliminate the potential gain which is the object of the bargaining’. The reasons he cites for this tendency can be paraphrased as follows. (a) Because of uncertainty about the range of realistic proposals, the parties may begin with excessive claims and never be able to meet half-way. (b) There is a pervasive tendency to bias the presentation of information in one’s favour, so that even unbiased information is not believed, leading to inefficiency. (c) To make information credible, mere words are not enough: one must put one’s money where one’s mouth is and actually expend resources on credibility. (d) Similarly, threats may not be credible unless one carries them out, with a socially undesirable waste of resources. (e) In particular, parties may carry out a threat to establish a reputation for being tough negotiators. (f) The strategy of precommitting oneself to a particular claim can be disastrous if both parties follow it. (g) In particular, if the parties are organizations that try to mobilize their members, they may end up playing the sorcerer’s apprentice.

Most of these problems, as well as some not included in Johansen’s list, were discussed earlier in this chapter. To supplement the list, I shall propose another typology of bargaining costs and bargaining failures, drawing on the typology of cooperative problems set out in the Introduction.

The cost of bargaining failures. If people fail to reach agreement in a joint venture, the production forgone can be a substantial loss. To quote one example at random, ‘There began in the UK during 1979 some 1080 stoppages of work due to industrial disputes, involving 4.548 million workers and resulting in 29.474 million working days lost’. Failure to agree on a private ordering can block Pareto-efficient outcomes. The ‘winner’s curse’, for instance, may prevent mutually beneficial deals from being struck. Failure to capture positive externalities can be serious, as when OPEC countries fail to agree on an allocation of quotas. Failure to agree on the terms of mutual helping can occur between neighbours, if there is disagreement over what constitutes fair reciprocation. Failure to agree on a convention equilibrium can yield large inefficiencies, as in the coexistence of VHS and Beta videocassette recorders or, more importantly, of different systems of weights and measures. The causes of these failures include uncertainty and the various forms of strategic manipulation mentioned earlier and further discussed in Chapter 4. In Chapter 6 I argue that the appeal to norms of equity and equality can also lead to bargaining failures. Finally, theory and experiments indicate that the probability of disagreement increases when the potential gains from agreement increase, contrary to what intuition might suggest.

The costs of preparing for bargaining. These costs derive from strategic manipulation of the bargaining environment. Investments in improving one’s bargaining position are a dead-weight loss for society, although they may increase the share and the final outcome of the investor. When all parties deploy such strategies, everybody may end up being worse off than if nobody had prepared for bargaining. I do not know of any empirical studies of the magnitude of these effects, but I suspect they might be non-negligible.

The costs of conducting bargaining. The main task of unions is to prepare for and conduct wage bargaining. Workers pay substantial membership dues, which have to be counted among the costs of bargaining. The magnitude of these costs is indicated by the fact that if workers instead used these funds to buy shares in their firm, most firms would be worker-owned after a few decades. There are similar costs on the employer’s side, and in maintaining the arbitration system.

The costs of decentralized bargaining. As I further discuss in Chapter 4, local and sectoral wage bargaining give rise to collective action problems.
THE CEMENT OF SOCIETY

Separate bargaining creates externalities that can make everybody worse off than if a single, encompassing union had negotiated on behalf of all.\textsuperscript{113} There are exceptions to this statement. Sometimes all are better off by virtue of not being able to present a united front. By and large, however, unity makes for moderation and collective gains.

\textsuperscript{113} This is a major theme in Olson (1982).

3. Social norms

Introduction

One of the most persisting cleavages in the social sciences is the opposition between two lines of thought conveniently associated with Adam Smith and Emile Durkheim, between \textit{homo economicus} and \textit{homo sociologicus}. Of these, the former is supposed to be guided by instrumental rationality, while the behaviour of the latter is dictated by social norms. The former is 'pulled' by the prospect of future rewards, whereas the latter is 'pushed' from behind by quasi-inertial forces.\textsuperscript{1} The former adapts to changing circumstances, always on the lookout for improvements. The latter is insensitive to circumstances, sticking to the prescribed behaviour even if new and apparently better options become available.\textsuperscript{2} The former is easily caricatured as a self-contained, asocial atom, and the latter as the mindless plaything of social forces or the passive executor of inherited standards. In this chapter I attempt to characterize this contrast more fully. I also argue that while social norms are extremely important for solving the first problem of social order, their contribution to the second problem is more ambiguous. Social norms do coordinate expectations. They may or may not help people to achieve cooperation.

Generally speaking, three solutions have been proposed to resolve the opposition between the two paradigms. First, there is the eclectic argument that some forms of behaviour are best explained on the assumption that people act rationally, whereas others can be explained by something like the theory of social norms. Alternatively, the eclectic view could be that both rationality and social norms are among the determinants of most actions. By and large, I shall adopt one or the other of these eclectic views.

\textsuperscript{1} For a useful exploration of this contrast, see Gambetta (1987).

\textsuperscript{2} The theory of social norms must be supplemented by a theory of what happens if the prescribed behaviour ceases to be feasible. Durkheim's theory of anomie was in part intended to answer this question (Besnard 1987).
Second, one might argue that what seems to be norm-oriented action is, in reality, a form of rational or, more generally, optimizing behaviour. I shall argue against this view. Third, there is the converse reductionist strategy of trying to reduce rationality to one social norm among others. One might argue, for instance, that the modern Western emphasis on instrumental rationality is not present in all cultures. We adopt it because we are socialized into thinking in this manner, even when it is actually counterproductive in its own instrumental terms. I will not comment further on this view, which to my knowledge has not been clearly articulated by anyone.3

Rational action is concerned with outcomes. Rationality says, ‘If you want to achieve Y, do X’. By contrast, I define social norms by the feature that they are not outcome-oriented.4 The simplest social norms are of the type ‘Do X’, or ‘Don’t do X’. More complex norms say, ‘If you do Y, then do X’, or ‘If others do Y, then do X’. Still more complex norms might say, ‘Do X if it would be good if everyone did X’. Rationality is essentially conditional and future-oriented. Its imperatives are hypothetical, that is, conditional on future outcomes one wants to realize. The imperatives expressed in social norms either are unconditional, or, if conditional, are not future-oriented. In the latter case, norms make the action dependent on past events or (more rarely) on hypothetical outcomes. Rational actors follow the principle of letting bygones be bygones, cutting one’s losses and ignoring sunk costs. In the operation of social norms, by contrast, the past plays an essential role. The notion of cutting one’s losses is foreign, for instance, to the relentless pursuer of revenge or to the trade union leader who would rather fight and lose than not fight at all.6

For norms to be social, they must be (a) shared by other people and (b) partly sustained by their approval and disapproval.7 Some norms, like norms against cannibalism or incest, are shared by all members of society. Other norms are more group-specific. Managers and workers, or workers of different skill levels, do not have the same idea of fair distribution. One might ask whether there could be a stable frequency-dependent polymorphism of norms, analogous to what one finds in many areas of animal behaviour.8 Or perhaps there might be a stable, frequency-dependent coexistence of norm-guided behaviour and rational, self-interested behaviour.9 The problem with these suggestions is the lack of a plausible mechanism that could explain how norms appear and disappear according to the expected payoffs associated with them.10 From the fact that honesty sometimes pays, one cannot infer that honesty will appear if and only if it pays.

The other respect in which these norms are social is that other people are important for enforcing them, by expressing their approval and, especially, disapproval. These sanctions can be very strong. In societies with a strong code of honour, the ostracism suffered by a person who fails to avenge an offence can be crippling. One might ask whether the existence of sanctions does not make it rational to follow the norm, thus undermining the contrast between rational behaviour and norm-guided behaviour. A partial answer is provided in the next paragraph. A fuller discussion is provided later.

In addition to being supported by the attitudes of other people, norms are sustained by the feelings of embarrassment, anxiety, guilt and shame that a person suffers at the prospect of violating them, or at least at the

3 See, however, Neurath (1913) and Elster (1989a) for discussions of 'pseudorationalism' or 'hyperrationalism', i.e., the obsessive desire to have decisive reasons for acting, even in cases in which reasons are unavailable or prohibitively expensive. This tendency could, perhaps, be stated as a social norm: never act unless you have sufficient reason. For a discussion of a different set of cases in which instrumental behaviour can be instrumentally counterproductive, see Elster (1989b), ch. 2. Other works that would seem relevant to the view that rationality is but one norm among others are those of Hollis and Lukes, eds. (1982) and Maclntyre (1988). I have not succeeded, however, in extracting from these writings a clear and refutable theory. In my view, the task is doomed to failure, for reasons stated by Davidson (1980). There can be no society in which people as a rule knowingly refuse to choose the best means to realize their goals. If we observe people asserting that their goal is A and that they believe B to be the best means of realizing A, yet observe them doing C instead, we do not in general conclude that they fail to follow our standards of rationality. Rather we tend to conclude by imputing other goals or beliefs to them. Verbal behaviour is only one type of, and by no means privileged, evidence for imputing goals and beliefs to other people. Much of the time we impute goals and beliefs on the basis of actions, together with an assumption that people are, by and large, rational. Davidson argues, and I agree, that there is simply no other way to make sense of other people.

4 A related distinction between 'terminal values' and 'adjectival values' is made by Lovejoy (1968), pp. 79–81. Terminal values are outcomes of actions, whereas adjectival values inhere in the actions themselves.

5 I am disregarding the purely descriptive sense of norms, the adjectival correspondence of which is 'normal' rather than 'normative' (Stroll 1987).

6 See Golden (1988) for examples of trade union leaders who knowingly seek defeat.

7 By and large, I shall limit myself here to expressions of disapproval. Approval is usually sought for actions that go out of the ordinary and excel in some way, not for actions that conform to a given standard. For a discussion of the relation between love of praise and fear of blame as mainsprings of human motivation, see Lovejoy (1968), p. 133 and passim. See also the comments in the concluding chapter on the relation between envy-avoidance and envy-provocation.

8 See, e.g., Maynard-Smith (1982).


10 The most plausible case is that in which the strategies have associated with them differential rates of survival, rather than simply different degrees of economic success. The discussion of furbi and fessi in the concluding chapter might provide an example, although I doubt it.
prospect of being caught violating them. Social norms have a *grip on the mind* that is due to the strong emotions their violations can trigger. I believe that the emotive aspect of norms is a more fundamental feature than the more frequently cited cognitive aspects. If norms can coordinate expectations, it is only because the violation of norms is known to trigger strong negative emotions, in the violator himself and in other people.

Most social norms are simple to obey and to follow, compared with the canons of rationality which often require us to make difficult and uncertain calculations. The operation of norms is to a large extent blind, compulsive, mechanical or even unconscious. This statement somewhat exaggerates the unreflective character of norm-guided behaviour. Later, it will become abundantly clear that social norms offer considerable scope for skill, choice, interpretation and manipulation. In some contexts, following the lodestar of outcome-oriented rationality is easy compared with finding one’s way in a jungle of social norms. In Chapter 6 I argue, for instance, that the plurality of social norms regulating collective bargaining can obstruct rather than facilitate agreement, whereas negotiation from threat advantage would force immediate settlement. I still want to retain the basic contrast between rationality and social norms, however. The force of norms – the feature that makes manipulation and interpretation worth while – is that they do have a grip on the mind; otherwise, there would be nothing to manipulate. I shall return to this point.

One might question whether this conception of social norms corresponds to what earlier writers have meant by that phrase. I am quite confident that there is substantive extensional agreement, in that most of the examples of social norms cited in the next section would also be given that name by most of those who have written on the topic. The degree of intensional agreement is less clear, and I am not sure it matters much. Some writers have defined social norms by what they do – their consequences for social life – rather than by what they are. Others have defined them by their causes, that is, by the social and psychological mechanisms that sustain them. I have chosen to define norms mainly by their intrinsic nature rather than by their causes or effects.

Social norms must be distinguished from a number of other, related phenomena. First, social norms differ from moral norms. To bring out the difference, let us distinguish between obligation, permission and interdiction (the moral analogues of necessity, possibility and impossibility). Social norms consist of nonconsequentialist obligations and interdictions, from which permissions can be derived. Some moral theories, like utilitarianism, rest on consequentialist obligations and interdictions. These are different in a straightforward way from social norms. Other theories, like libertarianism, rest on nonconsequentialist permissions, from which certain interdictions can be derived. The basic notion of these theories is an assignment of rights to individuals, together with an injunction to others not to violate them. Rights assignments bear some resemblance to social norms. The principle ‘finders keepers’, for instance, could be variously interpreted as a right or a social norm. (It could also be justified, however, by rule-utilitarian incentive-effect arguments.) Still further theories, like Kant’s moral philosophy, rest on nonconsequentialist obligations. These have an even greater similarity to social norms. In fact, later in this chapter and in Chapter 5 I classify ‘everyday Kantianism’ as a social rather than a moral norm. I am not claiming that this bears a very close relation to Kant’s own theory, however.

Second, social norms differ from legal norms. For one thing, obedience to the law is often rational on purely outcome-oriented grounds. Although most people do not consider punishment to be merely the price tag attached to a crime, laws are often designed as if this were the case, so that legal sanctions will suffice to deter people from breaking the law. The law does not rest on informal sanctions and the voice of conscience, but provides formal punishment. More important, it is individually rational for law enforcers to apply these sanctions: they will lose their jobs if they do not. By contrast, or so I shall argue, the enforcement of social norms is not in general individually rational.

Third, norms are not convention equilibria. Consider the social norms that have the greatest similarity to conventions, such as norms of dress, etiquette and manners. One might argue that such norms are traffic rules of social life: it does not matter which set of rules one adopts, as long as

11 Edelman (1987) offers a systematic discussion of the nature, causes and consequences of embarrassment in social life. The stronger emotions of guilt and shame are brilliantly discussed in Levy (1973), ch. 10 and passim.
12 I am grateful to John Padgett for pressing this point on me, although I am sure he will not think I have drawn the full implications from it.
13 Sugden (1986), ch. 5, argues that the rule is a convention (in his sense, not mine). In ch. 8 he also argues that conventions tend to harden into social norms or rights, a point that is explored in Chapter 6.
14 An intermediate case of considerable interest are professional norms, such as the norms regulating lawyer–client or doctor–doctor relations. Abbott (1983) offers a good survey with many valuable observations.
there is agreement on one set. As in convention equilibria, one not only would want to follow the norm itself but would want others to follow it. The analogy is, however, misleading. If I violate a traffic rule, two bad things can happen to me. I can have an accident, and I may be blamed by bystanders, because bad things can happen to them if I drive recklessly. If I pick up the wrong fork at the dinner table, the only bad thing that can happen to me is that others will blame me for my bad manners. Convention equilibria are guided by outcomes in a substantive sense, not just in the formal sense that people want to avoid disapproval. I return to this distinction later.

Fourth, social norms differ from private norms, the self-imposed rules that people construct to overcome weakness of will. As explained in Chapter 1, people often face what amounts to an intrapersonal collective action problem. They would be better off if they never smoked, never drank, never took a second helping of dessert than they would if they always engaged in these practices. They would be better off if they engaged in a regular practice of exercising, saving or educating themselves than they would if they never did any of these things. Yet at any given moment the activity which has bad long-term consequences may seem more attractive. To overcome temptation, people may bunch their choices by asking the perennial question, ‘If not now, when?’ In doing so, they set up a domino effect in which failure now predicts failure in the indefinite future. By raising the stakes, they make it easier to resist temptation. The price they have to pay is rigid adherence to the rule. In William James’s phrase: ‘Never suffer a single exception.’

In this respect, private norms are just as mechanical as social norms. They dispense with the need to consider consequences, since the prescribed action is laid down by an unambiguous rule: don’t do it. To show that the rule has its price, recall that in a collective action problem universal cooperation is not always the optimum. Similarly, it is not clear that my life on the whole will go better for me if I never drink, never smoke or never eat ice cream or that I should jog every day, save a little bit every month or read a good novel every week. It would be better if I gave myself an occasional break. At the very least, as I enter old age, dissaving will make more sense than saving, and there is no reason why I should not take up smoking if I want to. But even in the midst of life the pleasure gained from occasional indulgences exceeds the sum total of the many small harms they do to my future selves, pleasures being both more keen and less harmful the rarer they are. Yet the person who has made the unbreakable rule for himself is incapable of fine-tuning resistance to temptation. The anxiety he feels at the very thought of yielding deters him from doing so even when he can see that it might be a good idea.

Private norms, like social norms, are non-outcome-oriented and sustained by feelings of anxiety and guilt. They are not, however, sustained by the approval and disapproval of others since they are not, or not necessarily, shared with others. I may feel a need to protect myself against an addiction to watching television sports on Sunday simply because there are other things I want to do more, not because my friends would frown on me were they to learn about it. In fact, most of my friends may be happily and guiltlessly addicted to the practice. To be sure, many cases are ambiguous. There are social norms against smoking, drinking and overeating. Or consider the following comment on Tahitian religion:

[An] expressed motive for the involvement in religion is ‘protection from one’s own impulses to bad behavior’. Teiva, for example, says that all villagers are religious (although not enough to save themselves from hell) because they remember the savage pagan behavior of their ancestors, the wars and cannibalism (matters which missionary teachings constantly emphasized when they portrayed the salvation from savagery brought by religion), and being afraid of backsliding, use religion to protect themselves from doing evil.

Here a socially inculcated practice is voluntarily accepted as a means to impulse control. Borderline cases notwithstanding, the distinction between private and social norms is fairly clear. The superego, to use Freud—

16 Ainslie shows that this is a formal implication of a specific model of weakness of will in terms of nonexponential time preferences. But the idea is also intuitively plausible. I return to the problem in Chapter 5.
17 I am not here considering addictive effects that might remove the intermediate strategies from the feasible set.
18 Not yielding to temptation can, therefore, also be a form of weakness of will. Davidson (1980), p. 30, uses the example of the compulsive toothbrusher to bring out this point. As I remarked in Chapter 1, compliance with social norms can also be a form of weakness of will.
20 Stephen Holmes (personal communication) asks whether this practice is at all intelligible: can one intentionally ‘decide to believe’ in religion just to keep from backsliding?
ian terms, may be a private construct or a social one, originating either in the individual himself or in his environment.

Fifth, norm-guided behaviour must be sharply distinguished from habits and compulsive neuroses. Although similar in their mechanical character and lack of concern for consequences, they differ in several respects. Unlike social norms, habits are private. Unlike private norms, their violation does not generate blame or guilt. Unlike neuroses and private norms, habits are not compulsive. The habit of washing one's hands after dinner is not like the neurotic's need to wash his hands ten or fifty times every day. Nor is it like the private norm of always washing one's hands after dinner, regardless of the degree of inconvenience and need. Habits begin as intentional behaviour which later, as a result of repetition, loses its conscious, deliberate character. Compulsive neuroses are more complex and not well understood.

Sixth, I would distinguish social norms from tradition. The distinction is tenuous, but I think it can be made. Tradition I understand as mindlessly repeating or imitating today what one's ancestors did yesteryear. The subject matter of tradition, thus understood, is how to build a house, when to sow and when to harvest, how to dress when going to church on Sunday and so on. Traditions are subject to drift, by the cumulative result of many imperfect imitations, unless external forces keep them from deviating or the activity in question varies discretely rather than continuously. By contrast, traditionalism — the deliberate imitation of some original model — is not subject to drift. If the traditionalist makes a mistake in copying the model, the mistake will not be passed to the next generation, which will go back to the original rather than to the previous copy. Tradition has a short memory, traditionalism a long memory. Traditionalism is usually supported by social norms. Tradition may be supported by a norm (as in deciding how to dress for church), but need not be so. A person who deviates from tradition in technical matters, for example, may be regarded by his neighbours as stupid or eccentric but not as a transgressor of a norm.

Finally, we must distinguish social norms from various cognitive phenomena to which they bear some resemblance. It follows from my definition of social norms that they have the effect of focusing and coordinating expectations. They help to solve what I referred to in the Introduction as the first problem of social order. If the norm to do X is shared within a community, each will expect others to do X. An alternative means of focusing expectations is by psychological salience or prominence. One option may stand out, by virtue of simplicity, symmetry, temporal or alphabetical priority or some other feature. Maxims for allocating resources often correspond to such focal points: divide equally, divide proportionally, do as we did last year, flip a coin. Sometimes salience is unambiguously different from norms. When we lose each other in a foreign city, there is no norm to meet at the hotel: it is simply the obvious thing to do. In other cases the distinction is harder to draw. In particular, the importance of norms of equality may be related to their salience.

I conclude these introductory comments with three methodological remarks. The first is that the distinction between rationality and social norms does not coincide, as is often taken for granted, with the distinction between methodological individualism and a more holist approach. Although these two distinctions go together in Durkheim and many others, I believe one can define, discuss and defend a theory of social norms within a wholly individualist framework. A norm, in this perspective, is the propensity to feel shame and to anticipate sanctions by others at the thought of behaving in a certain, forbidden way. As explained earlier, this propensity becomes a social norm when and to the extent that it is shared with other people. As will be explained, the social character of the norm is also manifest in the existence of higher-order norms that enjoin us to punish violators of the first-order norm. To repeat, this conception of a network of shared beliefs and common emotional reactions does not commit us to

---

21 We may note, however, the claim by Fenichel (1945, p. 586), that 'many forms of reaction which today are designated as compulsion neuroses are normal and institutionalized in other civilizations'.

22 Durkheim wrote that 'a rule . . . is not only a habitual means of action, it is, above all, an obligatory means of acting' (cited after Camic 1986).

23 'For reasons no one understands, the compulsions are expressed in behaviors such as hand washing, which correlates with the obsession of contamination, and counting and checking, which is associated with being obsessed with doubt' (Gazzaniga 1988, p. 125). Nor do we know much about the etiology of compulsion, except that it is likely to have a strong biological component (ibid., p. 130).

24 Elster (1983b), pp. 135–8, reports Eilert Sundt’s analysis of boat construction in northern Norway as an example of tradition constrained by seaworthiness.

25 Like the Norwegian tradition of ending the Christmas holidays on the twentieth day following Christmas Eve.

26 See, e.g., the analysis of traditionalism in Chinese painting in Levenson (1968), vol. 1, pp. 26–32.
thinking of norms as supraindividual entities that somehow exist independently of their supports.

Second, social norms can exist on an unconscious or barely conscious level. Consider the culture-specific norms that dictate the minimal permissible distance I must keep from another person while talking to him in an unconstrained situation. If I move closer to him than, say, thirty centimeters, he will move away and look at me in a strange way, as if wondering whether I am drunk, aggressive, inappropriately amorous or just uncouth. Noticing his behaviour, I will feel embarrassed, blush and escape from his company as soon as possible. In many people, this norm of distance is so ingrained that they never violate it. Some may move in circles in which it is never violated. They have never had the occasion to think of it and formulate it consciously as a norm of behaviour. They will instantly recognize a violation, yet may be unable to formulate the norm that has been violated. Nor will the violators themselves always understand exactly where they went wrong. These norms require a somewhat more complex analysis than the phrase I italicized in the preceding paragraph, but can be handled on basically similar lines, as propensities to act and to react, resting on an involuntary reinforcement mechanism rather than on conscious inculcation.

Third, I want to repeat that the contrast between norms and self-interest need not generate a distinction among different kinds of action. Both types of motivation may enter into a single action. Often, norms and self-interest coexist in a parallelogram of forces that jointly determine behaviour. When the norms require me to do $X$ and self-interest tells me to do $Y$, I may end up with a compromise. If I know I should kill to avenge an offence but fear that I will be killed in return, I may swallow my pride and limit myself to a demand for blood money.29 Alternatively, self-interest may act as a constraint on norms: I do $X$ provided that the costs – the direct costs of doing $X$ and the opportunity costs of not doing $Y$ – are below a certain level. I regularly carry out my civic duty of voting, unless the weather is so bad that I will be drenched going to the election locale or so glorious that I would rather go on a picnic. Conversely, norms may constrain and limit self-interest. Cutthroat competitiveness in bargaining may coexist with trustworthiness in respecting the agreement that is reached (‘self-interest without guile’). In this chapter I usually ignore this kind of interaction between norms and self-interest. By contrast, I have quite a bit to say about another mode of interaction, namely the extent to which norms are shaped by self-interest. In Chapters 5 and 6, both forms of interaction are considered.

Examples

To fix our ideas, it is necessary to offer some examples of social norms. For convenience, and without any claim of completeness, I have grouped them in ten major categories. Some of them are very general and apply across a variety of arenas. Others are more arena-specific. It may well be possible to subsume them, too, under more general norms, but I will not try to do that. I do not claim that these are all the important norms there are. Many, such as norms regulating marriage and kinship, are neglected. My task here is not to offer a full analysis of norms – their varieties and hierarchies – but to argue for their reality, importance and autonomy.

Consumption norms

Simple, paradigmatic cases of social norms are those regulating manners of dress, manners of table and the like. *Le côté de Guermantes* shows that these norms, while utterly trivial in themselves, may be the object of obsessive interest and form the major criterion by which people are judged, accepted and rejected. In *La distinction* Pierre Bourdieu has extended the notion of consumption norms to cultural behaviour: Which syntax, vocabulary and pronunciation do you adopt? Which movies do you see? Which books do you read? Which sports do you practise? What kind of furniture do you buy?30 There is a subtle blend, in such cases, of individual preference and social norms. At one extreme, manners of table – such as the rule to begin with the outermost fork – have no element of personal taste. At the other extreme, many choices of books or leisure activities are wholly personal. What one does in the privacy of one’s home is, by and large, not the target of social approval and disapproval, nor of internalized norms and feelings of guilt. This is not to say that these choices are uncaused or uncorrelated with one’s social background and environment. The point is simply that these social forces do not serve as a homeostatic mechanism keeping deviants in line.

29 Boehm (1984), ch. 8, emphasizes this aspect of revenge decisions.

30 Bourdieu (1979).
In between are the ambiguous and seemingly overdetermined cases that form the target of social satirists. The snob follows the social norm, while believing that he simply has superior taste. When the norm changes, his preferences change with it. It is not that he has a taste for conformity, only that his tastes conform to those of others. The behaviour of others is the cause of his utility function, not an argument in it.\(^\text{31}\) This may lead him into trouble. All tourists know the feeling that one would be perfectly happy were it not for the other tourists, not recognizing that a common force has lead them all to converge on the same place. Moreover, the snob does not hesitate to condemn those who do not conform to the norm, further undermining his claim to a personal preference.

More than other norms, cultural norms and consumption norms have strong elements of innocent play and not-so-innocent gamesmanship.\(^\text{32}\) While some are norm followers, others, like the Duchesse de Guermantes, are norm setters. Some are in the grips of norms, while others are normative virtuosi who delight in calculated transgressions and creative refinements. ‘Is there any keener joy for a writer rigorously trained in artistic discipline, or for a borderline Protestant like Gide or Eliot, than becoming reverently conscious of strict rules which he may some day delight in breaking?’\(^\text{33}\) Sometimes norms are deliberately violated to put in their place those who believe they can get a foothold in an upper class by going by the book, while amused tolerance is reserved for those who violate the norms because they do not know any better.

**Norms against behaviour ‘contrary to nature’**

Rules against incest and cannibalism exist in most societies. ‘Unnatural’ sexual acts, such as homosexuality or sodomy, are often frowned upon. There is often much hypocrisy surrounding these practices. In a case described by Colin Turnbull, a young man was severely punished for having committed incest with his cousin. ‘Yet it was plain that everyone had known about the incest for months. Incest with one’s cousin was wrong – the Mbuti seemed unanimous about this – but it was not until the incest became indiscreet that it required action’.\(^\text{34}\) Until recently, the same was true about attitudes towards homosexuality in Western societies. Public knowledge that someone was homosexual in private was much less offending than homosexual behaviour in public. Members of the Bloomsbury circle got away with it, while Alan Turing was faced with the choice between going to jail and having hormonal treatment.

Let me digress to expand this point, which is of quite general importance: to violate a norm in public shows a disdain for public opinion that is often more severely disapproved of than the norm violation itself.\(^\text{35}\) Conversely, by hiding the violation, one respects and upholds the norm. In the limit, the norm may be respected even though everybody knows that nobody pays more than lip service to it. This seems, for instance, to characterize many norms of socialist behaviour in China and in the USSR. ‘One attitude toward study and criticism is: well, we have to go along, even though we hate it; we know everyone is lying, but we have to go along so we don’t leave a bad impression . . . . The situation is an embarrassing one: everyone is aware of the ridiculous and undignified role he plays in this charade; its seriousness is ensured by the foreman, silent and attentive, but always very much in evidence’.\(^\text{36}\) This psychologically baffling culture of hypocrisy is sustained by a feeling of guilt from complicity: since everybody is both victim and perpetrator of these practices, nobody can denounced them.\(^\text{37}\)

The norm against cannibalism allows for exceptions in case of force majeure. When the survivors of a 1972 air crash in the Andes ate the flesh of the dead, they were not condemned but forgiven, absolved and even turned into celebrities of heroic stature.\(^\text{38}\) It may even be acceptable for a group to kill and eat some among themselves, provided the victims are selected in a proper way. The custom of the sea in such cases has been to use a lottery,\(^\text{39}\) and it is hard to think of any other procedure that would be found acceptable.\(^\text{40}\)

Again, this can serve as a point of digression. Whenever there is a norm, there are often a set of adjunct norms defining legitimate exceptions. Often,}

---

\(^\text{31}\) See Elster (1989a), ch. 2, for a general discussion of selection by lot.

\(^\text{32}\) As I argue in Elster (1981), the main flaw in the argument of Bourdieu (1979) is the assumption that all play is ultimately a form of gamesmanship.


\(^\text{35}\) Abbott (1983), pp. 859–60, finds that ‘enforcement of [professional] ethics . . . is a function largely of the visibility of the offence’.


\(^\text{40}\) From Chapter 1, in which the utility of other people is an argument in one’s utility function.


\(^\text{37}\) Edgerton (1985), ch. 2, for a general discussion of selection by lot.
these are less explicit than the main norm and rely heavily on judgement and discretion. They form, as it were, a penumbra around the main norm, a grey area that leaves room for maneuvering. Robert Edgerton has shown that there are large variations in norm enforcement. Some societies enforce their norms more strictly than do others. Some norms are enforced more strictly than others. Some individuals are treated more leniently than others. And some circumstances are more extenuating than others.

**Norms regulating the use of money**

Money can be perceived as essentially good or essentially bad. Both Marx and Simmel, for instance, insisted on the liberating effects of money. Others have been deeply critical of the effects of money on social relations. Partly this is because money can turn into an end in itself, as in speculation and interest bearing, thus diverting energy from productive purposes. Partly it is because money can be used improperly, to buy things that money should not be able to buy. Thus there have been norms or laws against buying salvation, votes, public office, spouses and exemption from military service, to cite but some examples. I shall discuss two cases not regulated by law but nevertheless subject to social norms.

Consider a suburban community where all houses have small lawns of the same size. Suppose a houseowner is willing to pay his neighbour's son ten dollars to mow his lawn, but not more. He would rather spend half an hour mowing the lawn himself than pay eleven dollars to have someone else do it. Imagine now that the same person is offered twenty dollars to mow the lawn of another neighbour. It is easy to imagine that he would refuse, probably with some indignation. But this has an appearance of irrationality. By turning down the offer of having his neighbour's son mow his lawn for eleven dollars, he implies that half an hour of his time is worth at most eleven dollars. By turning down the offer to mow the other neighbour's lawn for twenty dollars, he implies that it is worth at least twenty dollars. But it cannot both be worth less than eleven and more than twenty dollars.

As an explanation, it has been suggested that people evaluate losses and gains forgone differently. Credit card companies exploit this difference when they insist that stores advertise cash discounts rather than credit card surcharges. The credit card holder is affected to a lesser extent by the lost chance of getting the cash discount than by the extra cost of paying with the card. Similarly, the houseowner is affected to a greater extent by the out-of-pocket expenses that he would incur by paying someone to mow his lawn than by the loss of a windfall income. But this cannot be the full story, because it does not explain why the houseowner should be indignant at the proposal. Part of the explanation must be that he does not think of himself as the kind of person who mows other people's lawns for money. It isn't done, to use a revealing phrase that often accompanies social norms. One may argue that the norm serves an ulterior purpose. Social relations among neighbours would be disturbed if wealth differences were too blatantly displayed and if some treated others as salaried employees. Yet on any given occasion, that would usually not be the reason or motive for refusing the offer, or for not making it. It simply isn't done.

Next, there seems to be a social norm against walking up to a person in a cinema queue and asking to buy his place. Note that nobody would be harmed if someone did this. Other people in the queue would not lose their place. The person asked to sell his place would be free to refuse. If he accepted, he and the buyer would both gain by the exchange. The norm against buying places in a queue may be related to the finding that people consider queuing a more equitable way of allocating surplus tickets to a baseball game than either a lottery or an auction. Although a totally wasteful activity, queuing seems to create a special entitlement to scarce goods.

**Norms of reciprocity**

These norms enjoin us to return favours done to us by others. The potlatch system among the American Indians is a well-known instance. According to one (contested) interpretation the potlatch was something of a poisoned gift: 'The property received by a man in a potlatch was no free

---

41 Edgerton (1986), chs. 8 and 9. 42 Ibid., ch. 11. 43 Ibid., ch. 4. 44 Ibid., chs. 3, 5, 6. 45 Simmel (1978), ch. 4; Marx (1865), p. 1033. (Needless to say, this statement does not fully summarize Marx's attitude towards money.) 46 See, e.g., Kuran (1983). 47 For fuller lists, see Simmel (1978), ch. 5, and Walzer (1983), pp. 100–3. To their examples one could add the widespread norm against the sale of land (Stone 1972, p. 73; Finley 1981, ch. 4). 48 I am indebted to Amos Tversky for suggesting this to me as an example of social norms.

49 Thaler (1980), p. 43. 50 The finding was reported in an earlier version of Kahneman, Knetsch and Thaler (1986a). 51 Gouldner (1960).
and wanton gift. He was not at liberty to refuse it, even though accepting it obligated him to make a return at another potlatch not only of the original amount but of twice as much". An extreme example of such ambiguous altruism is found in Colin Turnbull’s description of gift and sacrifice in this society among the miserable Ik of Uganda:

These are not expressions of the foolish belief that altruism is both possible and desirable: they are weapons, sharp and aggressive, which can be put to divers uses. But the purpose for which the gift is designed can be thwarted by the nonacceptance of it, and much Icien ingenuity goes into thwarting the would-be thwarters. The object, of course, is to build up a whole series of obligations so that in times of crisis you have a number of debts you can recall, and with luck one of them may be repaid. To this end, in the circumstances of Ik life, considerable sacrifice would be justified, to the very limits of the minimal survival level. But a sacrifice that can be rejected is useless, and so you have the odd phenomenon of these otherwise singularly self-interested people going out of their way to ‘help’ each other. In point of fact they are helping themselves and their help may very well be resented in the extreme, but it is done in such a way that it cannot be refused, for it has already been given. Someone, quite unasked, may hoe another’s field in his absence, or rebuild his stockade, or join in the building of a house that could easily be done by the man and his wife alone. At one time I have seen so many men thatching a roof that the whole roof was in serious danger of collapsing, and the protests of the owner were of no avail. The work done was a debt incurred. It was another good reason for being wary of one’s neighbours. Lokeleá always made himself unpopular by accepting such help and by paying for it on the spot with food (which the cunning old fox knew they could not resist), which immediately negated the debt.

These transactions, like the potlatch, involve repeated prestations and counterprestation among the same individuals. A more intriguing form of reciprocity is that which Eilert Sundt found on the Norwegian West Coast. Here wedding guests were expected to give a certain amount of money to the bridal couple, who in turn were expected to do the same when they were invited to a wedding. Presumably most of the guests were already married and hence could not hope for a later counterprestation. Intergenerational reciprocity is also found between parents and children. Assuming that parents cannot disinherit their children, the latter have no incentive to take care of their parents in old age, except perhaps to make sure that they do not squander the inheritance by going into expensive old-age homes. Yet most societies have a norm that you should help your parents, in return for what they did for you when you were at a similarly helpless stage.

Reciprocity is not the combination of two unconditional norms: X should do A and Y should do B. It is a conditional norm: if X does A, Y should do B. It often goes together with another conditional norm: if X does A, X should also do B. There is, let us assume, an unconditional norm that I should give a Christmas gift to my children. There may be a conditional norm that if I give something to a friend for Christmas, he has an obligation to reciprocate. Suppose the friend is wealthy and there is a norm that wealthier people should give more in absolute terms (although allowed to give less in relative terms). I can then exploit the situation to my advantage by making the initial gift. Finally, there is the less explicit but powerful norm that if I begin offering gifts to someone at Christmas, I am expected to go on doing so in the future. Not wanting to incur the obligation, I might hesitate to take the first step.

The Chinese notion of guanxi, a kind of instrumental friendship, illustrates the same point. At one extreme of the spectrum of guanxi are situations in which preexisting affective ties are the basis for mutual help. At the other extreme are relations that differ little from sheer bribery. In between are situations in which the tie is created by unilateral donations by one party for the purpose of inducing some unspecified reciprocation at some unspecified date. Doctors who can dispense certificates of illness or superiors who can allocate scarce consumption items are frequent targets
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52 Helen Codere, cited after Piddocke (1965).
53 Turnbull (1972), p. 146. These strategies are universally employed. As I was completing this book, I came across a passage in a crime novel (Engel 1986, p. 155) making the same point: "I decided to make a fast getaway. I had done Pete a favour and it didn’t pay to let him thank me for doing it. It was more negotiable the other way. I heard him calling after me but I kept going".
55 Caplow (1984) studies mainly unconditional norms of Christmas gift giving. They regulate partly the recipients and partly the value and nature of the gifts. When there are unconditional norms for A to give to B and for B to give to A, each will expect reciprocation, but the obligation is to give, not to reciprocate.
56 The term is from Wolf (1966).
57 The following draws on Walder (1986), pp. 179–86; see also Hwang (1987).
of such instrumental giving. It is clear from the following description that
the practice has a normative component that goes beyond a simple ex­
change of favours:

This is a very deliberate thing. You have to make it seem like it isn’t a
bribe. It is a very subtle art. You can say, ‘I don’t need this anymore,
just let me leave it in your office for a while’. It’s really a gift, but on
the surface it doesn’t look like it. It’s a delicate and complicated matter.
. . . It’s like a down payment that obliges the person to do you a favor
later on, or lose face. . . . Of course many people think it’s wrong, but
it still goes on. 58

Medical ethics

In their professional training doctors are inculcated with certain norms of
proper treatment which turn out to subvert more rational, outcome-oriented
criteria. Examples include the norm that more serious cases should be treated
before less serious cases and the norm that each patient should be given
the fullest possible treatment. I shall have more to say about the first norm,
but first a few words about the second. It is easy to see how this norm can
subvert efficiency if, as is plausible, treatment has decreasing marginal
efficacy. When medical treatment is a scarce resource, the goal of saving
lives or of promoting health dictates that it should be spread thinly across
many patients rather than concentrated on a smaller number. Yet this prin­
ciple goes against a deeply ingrained tendency in the medical profession to
help each patient as much as possible.

Napoleon’s chief medical officer, Baron Larrey, and the first to set up
norms for medical ‘triage’, insisted on treating the most serious cases first.
‘Those who are dangerously wounded must be tended first, entirely without
regard to rank or distinction. Those less severely injured must wait until
the gravely wounded have been operated on and dressed’. 59 Larrey may
have believed that this was also the most efficient principle, assuming that
the worst cases were also the ones that could most benefit from treatment.
Yet a second’s reflection shows that the relationship is much more likely
to be as depicted in Fig. 3.1.

In this diagram, the expected benefit from treatment is represented by
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the distance between the 45° line and the curve ODE. The worst cases,
who are almost certain to die without treatment, are also unlikely to benefit
much if treated. Conversely, the best cases, who are almost certain to get
well spontaneously, do not benefit much from treatment. The largest ben­
efits come in the intermediate cases. To select patients for treatment when
not all can be treated, one might use one of three criteria. (a) Choose the
patients who will benefit most from treatment, that is, those with a prior
survival chance about B in Fig. 3.1. (b) Choose the patients with the small­
est prior survival chance, that is, about A. (c) Choose the patients having
the largest chance of surviving without treatment, that is, those about C.
By and large, the first, utilitarian criterion is the one that is adopted by
health authorities in most countries. By contrast, practising doctors often
follow the second criterion, which corresponds more closely to the norms
of their profession. In one study of admission to intensive care units the
authors found that ‘physicians appeared to be reluctant to conserve re­
sources by withdrawing care from acutely ill patients even when the antic­
ipated benefit of that care was vanishingly small’. 60 The third criterion is
in clear violation of both social efficiency 61 and medical norms. Yet there

60 Singer et al. (1983), p. 1159.
61 At least when the social goal is that of saving the maximum number of lives. If the goal
is that of treating soldiers to get them ready for combat, it may make sense to treat the least
seriously wounded before the moderately serious cases, as has indeed become the practice in
modern warfare (Winslow 1982, pp. 6–11).
is some evidence that mental health professionals allocate their attention in this way—that ‘large numbers of highly trained provider groups are being well paid mostly to talk about personal matters to people with mild emotional problems’ while people with severe mental disorders go untreated. In Norway, private hospitals systematically select patients by the third criterion, leaving the more serious cases for treatment in public hospitals.

Hence we see that efficiency in the pursuit of health is threatened from two sides. On the one hand, the preference of doctors for profit or for a quiet life may lead them to select the least serious cases, which require fewer efforts and make their statistics look good. While a fully rational practice in the light of these desires, it thwarts the effort of the public health system. On the other hand, efficiency is undermined by doctors’ professional norms, which lead them to concentrate on critically ill patients even when the very acuteness of their condition makes treatment unlikely to succeed. Those norms are not outcome-oriented; at least not in the relevant sense of enjoining the doctor to compare the outcomes of alternative actions. Rather, they tell the doctor to compare the outcomes of alternative inactions: who is most likely to die if not given treatment?

**Codes of honour**

This term might be used as a synonym for social norms in general, since norm violation is usually thought of as dishonourable. I use it in a more restricted sense, however, to designate codes that regulate *the life of the proud man*, in the sense of the classical moralists. Usually, codes of honour come as a package that has both positive and negative components. On the positive side, they tell people to act courageously, to return favours, to honour commitments and to tell the truth. On the negative side, they enjoin people to insult others, to carry out any threats they might have made and to retaliate if others try to take advantage of them. Crucially, they tell people to act in these ways even when it would appear to be in their self-interest to behave otherwise. A further analysis of codes of honour is postponed until the next section and the concluding chapter. Here I shall adduce a few examples, beginning with the Roman concept of *dignitas*:

Much light can be shed on the nature of power in this world through considering the usages of the word *dignitas*. It might well be applied to those various moments and attributes, displaying high position . . . : the parade of wealth, the shouting herald who went first in the street, the showy costume and large retinue, the holding of oneself apart, and the limitation of familiar address. All this might be called the substance of *dignitas*. But the term had a darker side, too. As used by Cicero, Caesar, or Pliny, it meant the ability to defend one’s display by force if need be; to strike back at anyone who offended one or hurt or offended one’s dependents; to avenge oneself and others, and to be perceived as capable of such baneful, alarming conduct. In both Greek and Latin authors. . . revenge was approved and a man was called good who could deliver a hard blow as well as extend a kindly gesture.

Similarly, the unwritten laws of Albania between the wars had two sides. On the one hand, there was an absolute obligation to be truthful in oath telling, which was widely used to regulate contested property cases. ‘A man detected in a false oath became an outcast, despised and condemned by all his fellows, and was never again invited into any house in the tribe’. On the other hand, there was an equally absolute obligation to seek revenge for an offence. ‘A man slow to kill his enemy was thought “disgraced” and was described as “low-class” and “bad”. Among the Highlanders he risked finding that other men had contemptuously come to sleep with his wife, his daughter could not marry into a “good family” and his son must marry a “bad’ girl’. Similarly, the Montenegrin code of honour tells people not only to take revenge under appropriate circumstances, but also not to lie and steal within the tribe.

Sometimes the positive part of the code seems more prominent. James Coleman, summarizing Joseph Wechsberg’s *The Merchant Bankers*, describes the practices of diamond dealers and bankers as follows:

In both of these close communities, verbal agreement will suffice because (a) the reputation for trustworthiness is of central importance in
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63 Codes of honour include, therefore, norms of reciprocity and norms of retribution. But these norms can also exist separately, thus justifying the separate discussion in the text.
64 MacMullen (1988), p. 69. He does not assert, however, that truth telling and promise keeping were required by *dignitas*. My conjecture is that they were not.
65 The following draws on Hasluck (1954).
66 Ibid., p. 193.
67 Ibid., pp. 231–2.
both businesses; and (b) that reputation is shared and quickly communicated among all those on whom the trustee depends for his future business – i.e., for future placement of trust. The concern with integrity, trustworthiness, reputation is almost an obsession among merchant bankers in the City of London. Wechsberg quotes: ‘... if a man has been an old customer and friend we’ll do anything for him. Even when money is tight, we won’t take advantage of him. We are very jealous of our name.’... ‘[Merchant banking is] a sense of commercial honor, an absolute fairness in all dealings, willingness to suffer pecuniary loss, if need be rather than tarnish by one unworthy act the good name of the firm’. 69

Conversely, some codes appear to be mainly negative. The picture which emerges of mafiosi or wiseguys, for instance, is the following. 70 Their code of honour does not allow them to make empty threats, to accept others’ breaking of their promises or to suffer threats without retaliating. It does not require them to honour their own promises. In dealing with ordinary citizens this allows them to use either force or guile, whichever is the most appropriate. When dealing with other wiseguys they must be more careful. Opportunism (not honour) then dictates that promises be kept or, as an alternative, that the promisee be killed. Similarly, threats are never made among wiseguys; they simply take each other out without prior warning. There is no honesty among thieves.

**Norms of retribution**

Some societies have had norms of strict liability for harm, regardless of intent or circumstances. Edgerton reports that the Jalé of New Guinea have extreme and rigid rules of liability. ‘For example, should a man’s wife die in childbirth, the husband was liable for her death; had he not impregnated her, the Jalé said, she would not have died’. 71 Even more dramatically:

Kevel was cutting down a large branch of a tree that grew close to a path when the woman approached. Disregarding both the markings that Kevel had placed across the path to warn people of danger and his furious shouts, she hurried on. As the woman passed the tree, the branch broke and killed her and a child she was carrying on her shoulders. My informants insisted that Kevel had to indemnify the woman’s relatives because ‘the branch fell down by his hands’, even though the accident occurred through the woman’s own fault. 72

More generally, retributive systems can (a) require both intent and success as conditions for liability or, more weakly, regard the lack of either as an extenuating circumstance; they can (b) accept lack of intent, but not lack of success, as an excuse or (c) vice versa; or they may (d) accept no excuses whatsoever. By targeting action rather than the outcome of action, social norms can sanction people for acting in a way that may have a bad outcome, regardless of whether it actually occurred or was foreseen. One might argue that such norms are ultimately guided by outcomes and hence do not fall under my definition. Yet although outcomes may enter into the definition of the target action or be part of the explanation of why certain actions are targeted, application of the norm need not be outcome-oriented. 73 One might counter that norms of strict liability have good outcomes on the whole, even if on particular occasions they may appear absurd. This is manifestly false, however: no good incentive effects are created by a social norm that makes people responsible for all actions in which they are causally involved. Rather, the effect is to make people excessively cautious, to the point of paralysing any initiative. As we shall see later, many social norms have this effect.

A widespread form of retribution is the vendetta or feud. Whether highly organized as in the Mediterranean countries 74 or among the Yanomano Indians of Amazonas, 75 or more loosely structured as in the southern Appalachians in the late nineteenth century, 76 the feud rests on powerful conditional norms. Although there may be some leeway as to whether an ini-
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70 The following is based on Pileggi (1987), on Smart (1983), and possibly on the reading of too many crime novels. Gambetta (1988a,b), while allowing for a role of codes of honour in mafia operations, emphasizes explanations based on rational self-interest.
73 As I make clear below, a similar observation applies to norms of cooperation.
74 Busquet (1920) contains much information about Corsican vendettas. Black-Michaud (1975) is useful, but marred by a high ratio of functionalist speculation to facts and mechanisms. Hasluck (1954), chs. 22–5, contains extremely detailed descriptions of the norms regulating blood feuds in Albania. The most valuable book on Mediterranean vendettas is perhaps Boehm (1984), if once again we disregard the dubious functional explanations.
75 Chagnon (1988).
76 Rice (1982) is a blow-by-blow account of the most famous of these feuds.
tial offence is serious enough to exact retribution, the first act of revenge almost inexorably leads to others. Vendettas are 'nonrealistic' conflicts in Lewis Coser's sense. They differ from, say, raids in that they are 'not oriented towards the attainment of specific results' like the acquisition of cattle or money. They involve strong group pressures and strong feelings of honour and shame. Referring to his childhood in Montenegro, Milhovan Djilas writes that revenge is an overpowering and consuming fire. It flares upon and burns away every other thought and emotion. Only it remains, over and above everything else. Vengeance – this is the breath of life one shares from the cradle with one's fellow clansmen, in both good fortune and bad, vengeance from eternity. It was our clan, and Uncle Mirko – his love and suffering and the years of unfulfilled desire for revenge and for life. Vengeance is not hatred, but the wildest and sweetest kind of drunkenness, both for those who must wreak vengeance and for those who wish to be avenged.

The other side of the coin is the sufferings of the man who fails to take revenge when the norms of vengeance tell him to do so. In Corsica, he is constantly exposed to the rimbecco, an insult reserved for those who have failed to revenge an offence:

The life of the individual who is exposed every day to the rimbecco is hell. 'Whoever hesitates to revenge himself, said Gregorovius in 1854, is the target of the whisperings of his relatives and the insults of strangers, who reproach him publicly for his cowardice.' In Corsica, the man who has not avenged his father, an assassinated relative or a deceived daughter can no longer appear in public. Nobody speaks to him; he has to remain silent. If he raises his voice to emit an opinion, people will say to him: avenge yourself first, and then you can state your point of view. The rimbecco can occur at any moment and under any guise. It does not even need to express itself in words: an ironical smile, a contemptuous turning away of the head, a certain condescending look – there are a thousand small insults which at all times of the day remind the unhappy victim of how much he has fallen in the esteem of his compatriots.

Acts of vengeance are paradigmatic examples of norm-guided action. 'Who sees not that vengeance, from the force alone of passion, may be so eagerly pursued as to make us knowingly neglect every consideration of ease, interest, or safety?' Because of the high stakes involved, these norms are at the opposite extreme from the no less paradigmatic norms of etiquette. The challenge to any theory of social norms is to account for both.

**Work norms**

The work place is a hotbed of norm-guided action. In Chapter 6 I discuss the role of social norms in collective wage bargaining. Here I give three other examples of work-related norms. The first two are targeted directly at work and work performance, while the third concerns wage differentials within the firm.

There is a social norm against living off other people and a corresponding normative pressure to earn one's income from work. This norm can explain why workers in ailing industries sometimes refuse wage subsidies. They may, however, accept much more expensive subsidies to the firms that employ them. In Norway, workers in the textile industry are envious of the workers in the aluminium industry, who can demand energy subsidies rather than outright wage subventions. Similarly, the fishermen in northern Norway prefer state support to shipowners to direct wage subventions. In all cases, however, the main goal and effect of the subsidies is to ensure employment. A rose by another name may smell more sweet. One
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77 For instance, a young Corsican girl is compromised if a man tries to take off her head covering, but an insistent look from a man who meets her on the street can also be sufficient (Busquet 1920, p. 355). In Kohistaní Thull, offence was taken at men who 'stare at wife or daughter, reflect light from a snuff box mirror on a wife or daughter, propose intimacy with a wife or daughter, look through a camera at a wife or daughter, flee or attempt to flee the community with a wife or daughter, or have illicit sexual relations with a wife or daughter' (Lincoln-Keiser 1986, pp. 500–1). Clearly, some of these are easier to ignore than others, should one want to do so. (They are also easier to impute without justification, should one want to do so.) Boehm (1984), pp. 145–9, argues that in a feud two decisions are largely discretionary: the decision to go out of one's way to insult somebody and the decision by the insulted party to retaliate by homicide. Later decisions are more automatic, although, he argues, not fully so.

norm may apply to the glass that is half full and another to the one that is half empty. Norms, like preferences, are defined over actions or outcomes as described in a specific way. ³³

At the work place one often finds informal norms among the workers that regulate their work effort. Typically, these set lower as well as upper limits on what is perceived to be a proper effort. The Hawthorne study of Western Electric quotes workers as saying, 'You should not turn out too much work. If you do, you are a ratebuster', and 'You should not turn out too little work. If you do, you are a "chiseler"'. ³⁴ It has been argued that the norm against rate busting is due to sheer conformism ³⁵ or to envy. ³⁶ The obvious alternative explanation – that the norm is a rational response to the constant pressure of management to change piece rates – will concern us later.

George Akerlof – one of the rare economists to take social norms seriously – has proposed 'a theory of social custom, of which unemployment may be one consequence'. ³⁷ He argues that the persistence of 'fair' rather than market-clearing wages can be explained by assuming that employed workers have a 'code of honour' that forbids them to train new workers who are hired to do the same job for lower wages. ³⁸ Because new workers require on-the-job training to learn their job, the refusal of old workers to train them deters the employer from hiring them, thus generating involuntary employment. Although one can think of more plausible explanations for worker and employer reluctance to two-tiered wage systems, ³⁹ Akerlof's proposal is at least worth considering. An objection to his argument is discussed and refuted later.

³⁴ Roethlisberger and Dickson (1939), p. 522.
³⁷ Akerlof (1980).
³⁸ His article was written before the introduction of two-tiered wage systems in several American airlines.
³⁹ Employers might oppose the system if they fear that the newly hired will strike for higher wages once they are hired or that their lower status will be bad for their morale and, hence, for their productivity. Workers might oppose it because of the potential it creates for divide-and-rule tactics on the part of the employers (Bowles 1986). Or they might oppose it simply because of the psychological uneasiness created by face-to-face interaction among unequals, a mechanism that may also be at work when affluent industrial countries limit the number of immigrants. The old workers will neither take a cut in wages nor work side by side with workers paid less than themselves. The average Norwegian will neither subsidize immigrant workers nor accept the existence of second-rate citizens, in spite of the fact that many potential immigrants would vastly prefer being second-rate citizens of Norway to their current situation.

**Norms of cooperation**

In Chapter 1 I surveyed outcome-oriented maxims of cooperation. A utilitarian, for instance, would cooperate if and only if his contribution increased the average utility of the members in the group. There are also, however, non-outcome-oriented norms of cooperation. A full discussion is postponed until Chapter 5, but brief definitions are in order here.

On the one hand, there is what I call 'everyday Kantianism': cooperate if and only if it would be better for all if all cooperated than if nobody did. In one sense, this norm is outcome-oriented since it refers to the outcome that would be realized if everybody acted in a certain way. In another sense – the sense that is relevant here – the norm disregards outcomes, since it does not enjoin an individual to consider the outcome of his action. The norm is conditional upon hypothetical outcomes, not actual ones.

On the other hand, there is what I call 'the norm of fairness': cooperate if and only if most other people cooperate. This norm is conditional upon the past behaviour of others. Clearly, these others cannot all be motivated by the norm of fairness. They might, for instance, be utilitarians or Kantians. In Chapter 5 I try to bring out how these motivations can build upon each other in various ways to produce collective action.

**Norms of distribution**

The definition just given of the norm of fairness may seem too restrictive. When people talk about 'norms of fairness', what they usually have in mind is fairness of distribution rather than fairness of contribution. These norms include norms of equality, norms of equity, reference-point norms and more complex norms such as the one embodied in the Kalai–Smorodinsky solution to bargaining problems. I refer to Chapter 6 for a more extensive discussion of norms of distribution. Here I make only a few general remarks.

Democratic societies, according to Tocqueville, are characterized by a pervasive norm of equality. At certain times, 'the passion for equality seeps into every corner of the human heart, expands and fills the whole. It is no use telling them that by this blind surrender to an exclusive passion they are compromising their dearest interests; they are deaf'. ⁴⁰ Norms of distrib-

distribution, like other social norms, have a grip on the mind and an emotional appeal that is largely independent of their contribution, if any, to individual or social welfare. Norms of equality may imply, for instance, that if there is not enough of an indivisible good to go around, it is better that it be destroyed than that only some should receive it. Or they may imply that scarce water should, like grace, fall impartially on barren and on fertile ground. Or, more radically, they may enforce equality even if everybody would be better off if some inequality were allowed.

One might object that norms of distribution are not social norms as I have defined them, since they refer to what people shall get, not to what they shall do. Norms of behaviour can, however, be derived from norms of distribution. For any norm of distribution defining the fair outcome as $X$, there is a norm of behaviour telling people not to accept less than $X$. Often, people will refuse to share on what they perceive to be unfair terms, preferring to break off negotiations and take a loss rather than accept what they would get according to their threat-based bargaining power. In doing so, they may (or may not) end up better off than they would have had they bargained solely from threats. Figure 3.2, which may be usefully contrasted with Fig. 2.5, provides an illustration.

Here we assume that II believes so strongly in egalitarian norms of distribution that he is willing to accept $(0, 0)$ rather than $(1, 3)$. Knowing this, I can do no better than to bring about $(2, 2)$. There is good experimental evidence that people behave in this way. I argue in Chapter 6 that

**The reality and autonomy of norms**

I shall argue for the reality of norms and for their autonomy. By the reality of norms I mean their independent motivating power. Norms are not merely ex post rationalizations of self-interest, although they can certainly be that sometimes. They are capable of being ex ante sources of action. By the autonomy of norms I mean their irreducibility to optimization. There is no single end — genetic, individual or collective — that all norms serve and that explains why there are norms. Nor, for any given norm, is there always any end that it serves and that explains why it exists. Although these claims do not amount to the absurd view that norms are uncaused, I cannot offer a positive explanation of norms. I do not know why human beings have a propensity to construct and follow norms, nor how specific norms come into being and change. The problem is closely linked with that of explaining emotions, another poorly understood area of human life.

A fundamental problem that arises in the analysis of social norms is the extent to which they have real, independent efficacy and the extent to which they are merely rationalizations of self-interest. Is it true, as argued by early generations of anthropologists and sociologists, that norms are in the saddle and people merely their supports? Or is it true, as argued by more recent generations, that rules and norms are just the raw material for strategic manipulation or, perhaps, for unconscious rationalization and dissonance reduction?

Sometimes people invoke a social norm to rationalize self-interest. Sup-
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91 Guth, Schmittberger and Schwarze (1982); Kahneman, Knetsch and Thaler (1986b).

92 See, however, the concluding chapter for some speculative remarks about norm change.

93 There is a third position, advocated by Cancian (1975). She argues that norms as defined by Parsons and others have no relation whatsoever to behaviour, neither as ex ante generators of action nor as ex post justifications of action. Among her subjects in a Mayan community, she found no correlation between norm clusters elicited by comparison questions and choices in three sets of alternative actions: (a) whether an individual farmed nearby or took advantage of the new road and farmed far away; (b) whether he sent his children to school; and (c) whether he used Western doctors in addition to native curers. She also provides a subtle and thoughtful discussion of an alternative conception of norms, with emphasis on norms as rules for validation of one's social identity by others.

94 For a brief history and clear statement of this distinction, see Edgerton (1985), ch. 1.
pose my wife and I are having a dinner party for eight, and that four persons have already been invited. We discuss whether to invite a particular couple for the last two places and find ourselves in disagreement, for somewhat murky reasons. I like the woman of the couple, and my wife does not like the fact that I like her. But we do not want to state these reasons. (Perhaps there is a social norm against doing so.) Instead we appeal to social norms. I invoke the norm of reciprocity, saying that ‘since they had us over for dinner, it is our turn to invite them now’. My wife invokes another norm: ‘since we have already invited two single men, we must invite two women, to create a balance’.

In wage negotiations, sheer bargaining power counts for much. Appeal to accepted social norms can also have some efficacy, however. To justify wage increases, workers can refer to the earning power of the firm, the wage level in other firms or occupations, the per cent wage increase in other firms or occupations, and the absolute wage increases in other firms or occupations. When changes are being compared, they can choose the reference year so as to make their own case as strong as possible. Employers use similar arguments to resist claims for wage increases. Each argument can be supported by a norm of fair wages. There is a norm of fair division of the surplus between capital and labour. Employers will appeal to this norm when the firm does badly, workers when it does well. There is a norm of equal pay for equal work. Workers will appeal to this norm when they earn less than workers in similar firms, but not when they earn more. The norm of preservation of status, or wage differences, can also be exploited for bargaining purposes. I discuss these matters at greater length in Chapter 6.

Social psychologists have studied norms of distribution to see whether there is any correlation between who subscribes to a norm and who benefits from it. Some findings point to the existence of a ‘norm of modesty’: high achievers prefer the norm of equity (i.e., reward proportional to achievement). More widespread, however, are findings which suggest that people prefer the distributive norms which favour them. This corresponds to a pattern frequently observed in wage discussions. Low-income groups invoke a norm of equality, whereas high-income groups advocate pay according to productivity. I return to these issues, too, in Chapter 6.

Conditional norms lend themselves easily to manipulation. I have cited the example of gift giving, but there are many other cases. There is, for instance, a general norm that whoever first proposes that something be done has a special responsibility for making sure that it is carried out. This can prevent the proposal from ever being made, even if all would benefit from it. A couple may share the desire to have a child and yet neither may want to be the first to suggest the idea, fearing that he or she will then get special childcaring responsibility. The member of a seminar who suggests a possible topic for discussion is often saddled with the task of introducing it. The person in a courtship who first proposes a date is at a disadvantage. The fine art of inducing others to make the first move, and of resisting such inducements, provides instances of instrumentally rational exploitation of a social norm.

Even the codes of honour underlying the vendetta lend themselves to manipulation and exploitation. In eighteenth-century Corsica, for instance, a young woman lost her honour if a man came up to her in a public place and touched her or removed the scarf covering her hair. Nobody would then want to marry her, except the offender—who might well commit the dishonouring act for that very reason. He might even be in connivance with the girl if her parents were against their marriage. The strategy, however, was risky. Sometimes the parents would feel that only the death of the offender could remove the offence.

Even when there is only one relevant norm, it can be interpreted so as to coincide with self-interest. If the action targeted by the norm is appropriately redescribed, it may no longer fall under it. Hence the norm holder has an incentive to frame the situation so that the norm tells him to do what he would like to do anyway. Norms of cooperation, for example, easily lend themselves to reinterpretation. Abstaining from voting or from paying union dues seems like a paradigm case of noncooperative behaviour. Yet the lazy voter or the miserly worker may tell himself that in a larger perspective his abstention is a form of cooperation. By not voting he signals that the spectrum of candidates is too narrow and that reform of the nominating procedure is required. Staying outside the union is a noncooperative act if the reference group comprises the other workers in the firm. By focusing on the costs of bargaining and by extending the reference group
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95 Mikula (1972); Mikula and Uray (1973); Kahn, Lamm and Nelson (1977). The findings in Yaari and Bar-Hillel (1987) on the whole also support this view.
96 Deutsch (1985), ch. 11; Messick and Sentis (1983).
97 I am indebted to Otta Brox for this example.
98 Waller (1937).
99 Busquet (1920), p. 112.
100 See Fischhof (1983) for a discussion of 'hedonic framing' of preferences.
to society as a whole, refusal to join the union can be seen as an act of cooperation. 101

Some have said that this is all there is to norms: they are tools of manipulation, used to dress up self-interest in more acceptable garb. But this cannot be true. Some norms, like the norm of vengeance, obviously override self-interest. A more general argument against the cynical view of norms is that it is self-defeating. ‘Unless rules were considered important and were taken seriously and followed, it would make no sense to manipulate them for personal benefit. If many people did not believe that rules were legitimate and compelling, how could anyone use these rules for personal advantage?’ 102 Or again, ‘if the justice arguments are such transparent frauds, why are they advanced in the first place and why are they given serious attention?’ 103 The ambiguous altruism of the Ik illustrates both the reality of norms and their manipulability. If some people successfully exploit norms for self-interested purposes, it can only be because others are willing to let norms take precedence over self-interest. Moreover, even those who appeal to the norm usually believe in it, or else the appeal might not have much power. 104 The power of norms derives from the emotional tonality that gives them a grip on the mind.

The would-be manipulator of norms is also constrained by the need to be consistent. Even if the norm has no grip on his mind, he must act as if it had. Having invoked the norm of reciprocity on one occasion, I cannot just dismiss it when my wife appeals to it another time. An employer may successfully appeal to the workers and get them to share the burdens in a bad year. The cost he pays is that in a good year he may also have to share the benefits. By making the earlier appeal, he committed himself to the norm of a fair division of the surplus. Finally, the manipulator is constrained by the fact that the repertoire of norms on which he can draw is, after all, limited. Even if unconstrained by earlier appeals to norms, there may not be any norm available that coincides neatly with his self-interest.

101 A telling example of how a norm may be turned around by changing the reference group is found in Astrid Lindgren’s (1985) novel Brothers Lionheart. It takes place in a mythical country governed by a cruel tyrant, to whom an underground opposition emerges. The leader of the opposition – one of the brothers of the title – refuses to use violent means to overthrow the tyrant. His frustrated followers ask him, ‘What if everyone acted like you?’ To which he replies, ‘If everyone acted like me, there would be no problem, would there?’ implicitly extending the reference group to supporters of the regime.

102 Edgerton (1985), p. 3. 103 Zajac (1985), p. 120.
104 This is the central argument in Veyne (1976).

When I say that manipulation of social norms presupposes that they have some kind of grip on the mind since otherwise there would be nothing to manipulate, I am not suggesting that society is made up of two sorts of people: those who believe in norms and those who manipulate the believers. Rather I believe that most norms are shared by most people – manipulators as well as manipulated. Rather than manipulation in a direct sense, we are dealing here with an amalgam of belief, deception and self-deception. At any given time we believe in many different norms, which may have contradictory implications for the situation at hand. A norm that happens to coincide with narrowly defined self-interest easily acquires special salience. 105 If there is no norm handy to rationalize self-interest, or if I have invoked a different norm in the recent past, or if there is another norm which overrides it, I may have to act against my self-interest. My self-image as someone who is bound by the norms of society does not allow me to pick and choose indiscriminately from the large menu of norms to justify my actions, since I have to justify them to myself no less than to others. At the very least, norms are soft constraints on action. 106

Often, norms have a much more direct impact on action. Norms of revenge, for instance, create obligations, not options. In all but the upper reaches of the Guermantes circle or in the world of the middle class described by Bourdieu, norms of etiquette have the force of commands. Their inhabitants are constantly worried about doing too much or too little, too early or too late, on the wrong occasions or to the wrong people. The fact that some norms are somewhat mysterious and inscrutable does not imply that people can interpret them at will, in conformity with their self-interest. Rather a correct interpretation is supposed to exist, one that is known to (indeed, usually laid down by) the high priests and priestesses of fashion. Similarly, a study of Montenegrin blood feuds refers to ‘the compulsive or obligatory nature of taking vengeance’ and to vengeance as a ‘culturally patterned psychological compulsion’. 107 Milovan Djilas’s description of

105 Similarly, when there exists several theories of the economy, the one that makes my self-interest coincide with the general interest naturally acquires special salience. Through wishful thinking I am caused to believe, quite sincerely, that I advocate the policy because it corresponds to the good for all.
106 For a similar argument see Føllesdal (1981).
107 Boehm (1984), pp. 57, 143. More than most other writers on the vendetta, however, he emphasizes the latitude of interpretation of the norm of revenge and the frequency with which it is overridden by the desire for self-preservation.
vengeance as 'the wildest and sweetest kind of drunkenness' is similarly hard to square with the view that norms are merely the carriers of self-interest.

A final comment on this topic is in order. Sometimes it is assumed that adherence to social norms is a matter of psychic costs that have to be traded off against other interests. In this perspective, the strength of a norm can be measured by how much you must bribe people to violate it. More generally, the costs of adhering to the social norm might simply be prohibitively high, even in the face of external pressures and internal anguish. I return to this point in Chapter 5, when discussing norms of cooperation and the costs of adhering to them. While valid, this approach is incomplete. The grip of a norm on the mind also depends on its resistance to rival norms. Sometimes all one has to offer people is an alternative norm or an alternative description of the targeted action. Political entrepreneurs trade on this possibility. It may be easier to seduce a Communist or a Christian than to bribe him. Strength of conviction, as measured by the resistance to bribery or the willingness for sacrifice, should not be confused with depth of conviction, as measured by resistance to change.

Turning now to the autonomy of norms, I shall discuss and reject four arguments to the effect that norms are really optimizing mechanisms in disguise. The first argument is that norms can be directly reduced to individual rationality: people have an incentive to avoid the sanctions reserved for violators. The second is that norms can be indirectly reduced to individual rationality: they help us economize on costs of decision, overcome weakness of will, enhance the credibility of threats and promises and the like. The third is that norms are collectively rational: they emerge to prevent market failures. The final argument is that norms promote genetic fitness. I shall concentrate on the first and third arguments, which probably command more agreement than the others.

When people obey norms, they often have a particular outcome in mind: they want to avoid the disapproval ranging from raised eyebrows to social ostracism – of other people. Suppose I face the choice between taking revenge for the murder of my cousin and not doing anything. The cost of revenge is that I may be the target of countervengeance. This event is not a certainty, since the opposing family, clan or tribe may pick on another member of mine, but there is a distinct possibility that at some point I will be targeted for retaliation. At worst, the cost of not doing anything is that my family and friends will desert me, leaving me on my own, defencelessly exposed to predators. At best, I will lose their esteem and my ability to act as an autonomous agent among them. A cost–benefit analysis is likely to tell me that revenge (or exile) is the rational choice.

In response to this argument, we can first observe that norms do not need external sanctions to be effective. When norms are internalized, they are followed even when violation would be unobserved and not exposed to sanctions. Shame, or anticipation of it, is a sufficient internal sanction. I do not pick my nose when I can be observed by people on a train passing by, even if I am confident that they are all perfect strangers whom I shall never see again and who have no power to impose sanctions on me. I do not throw litter in the park, even when there is nobody around to observe me. If punishment were merely the price of crime, nobody would feel shame when caught. People have an internal gyroscope that keeps them adhering steadily to norms, independently of the current reactions of others.

It is useful to separate internalization of (noninstrumental) norms from internalization of (instrumental) values. Consider, for instance, Elliott Aronson's distinction between three kinds of response to social influence:

[Any] specific action may be due to either compliance, identification, or internalization. For example, let us look at a simple piece of behavior: obedience of the laws pertaining to fast driving. Society employs highway patrol officers to enforce these laws, and, as we all know, people tend to drive within the speed limits if they are forewarned that a certain stretch of highway is being carefully scrutinized by these officers. This is compliance. It is a clear case of people obeying the law in order to avoid paying a penalty. Suppose you were to remove the highway patrol. As soon as people found out about it, many would increase their speed. But some people might continue to obey the speed limit; a person

\[108\] North (1981), ch. 5, especially p. 47.

\[109\] According to Tocqueville (1969, p. 187) strong but not deeply held convictions characterize times of revolution, whereas postrevolutionary eras are times of 'universal doubt and distrust'. In the latter, 'people are not so ready to die for their opinions, but they do not change them; and there are to be found both fewer martyrs and fewer apostats'.

\[110\] Akerlof (1976) argues, along these lines, that in India it is rational to adhere to the caste system, even assuming that 'tastes' are neutral, i.e., that nobody has a positive preference for discrimination.
might continue to obey because Dad (or Uncle Charlie) always obeyed speed limits or always stressed the importance of obeying traffic laws. This, of course, is identification. Finally, people might conform to the speed limit because they are convinced that speed laws are good, that obeying such laws helps to prevent accidents, and that driving at moderate speed is a sane and reasonable form of behavior. This is internalization. And with internalization you would observe more flexibility in the behavior. For example, under certain conditions — at 6:00 A.M., say, on a clear day with perfect visibility and with no traffic for miles around — the individual might exceed the speed limit. The compliant individual, however, might fear a radar trap, and the identifying individual might be identifying with a very rigid model — thus, both would be less responsive to important changes in the environment.\footnote{Aronson (1984), p. 35.}

Compliance corresponds to the public aspect of norms. Identification is one major mechanism whereby norms are internalized. What Aronson calls internalization I would refer to as internalization of a moral norm. The social norm of driving below the speed limit is not outcome-oriented. The moral norm of driving in a way that creates no risk to other drivers is, by contrast, defined in instrumental terms. It allows me to exceed the speed limit when doing so has no bad effects. The example illustrates the distinction between two kinds of consequences of norm violations. On the one hand, there are the consequences to the agent if he is caught violating the norm. On the other hand, there are the consequences to others if the violation of the norm harms them. Compliance rests exclusively on consideration of the first kind of consequence. Internalization of values rests on both. Identification does not rest on any kind of outcome-oriented calculations. It would allow me to drive fast neither when it was safe to do so nor when lives might be saved by doing so.\footnote{112}

The internalization of social norms provides one answer to the claim that people obey norms because of the sanctions attached to norm violations. Another answer emerges if we ask why people would sanction others for violating norms. What is in it for them? One reply could be that if they do not express their disapproval of the violation, they will themselves be the target of disapproval by third parties. When there is a norm to do $X$, there is usually a higher-order norm to sanction people who fail to do $X$, perhaps even a norm to sanction people who fail to sanction people who fail to do $X$.\footnote{As long as the cost of expressing disapproval is less than the cost of receiving disapproval for not expressing it, it is in one’s rational self-interest to express it. Now, expressing disapproval is always costly, whatever the target behaviour. At the very least it requires energy and attention that might be used for other purposes. One may alienate or provoke the target individual, at some cost or risk to oneself. However, when one moves upwards in the chain of actions, beginning with the original violation, the cost of receiving disapproval falls rapidly to zero. People do not frown upon others when they fail to sanction people who fail to sanction people who fail to sanction a norm violation. Consequently, some sanctions must be performed for motives other than the fear of being sanctioned. I argued in the preceding paragraphs that sometimes there is an unmoved mover at the very beginning of the chain. Here I have argued that every chain must have one.}

I now turn to the relation between social norms and individual, collective or genetic optimization. If it could be demonstrated that norms exist because they maximize individual utility, collective welfare or genetic fitness, their autonomy would be threatened. Nonconsequentialist norms could still, if the preceding arguments are accepted, be the proximate motivation of behaviour, but the ultimate explanation would be consequentialist. Norms would exist because they have good consequences for individuals, societies or genes. I shall argue against each of these optimality explanations. I have no robust alternative account to offer of people’s propensity to follow norms and the emergence of particular norms in particular societies. At various places in this chapter and in Chapter 5 I suggest, in a somewhat speculative vein, some psychological mechanisms that might contribute to an explanation.

I do not know of anyone who has explicitly and systematically argued that compliance with social norms has individually valuable consequences, over and above the avoidance of sanctions, and that, moreover, norms owe their existence to these consequences. I believe, however, that for many economists the instinctive reaction to the claim that people are motivated by irrational norms would be that on closer inspection the norms turn out

\footnote{See Axelrod (1986) for this conception of ‘metanorms’.}
to be disguised, ultrasubtle expressions of self-interest. But even if it turns out that I am arguing against a strawman, I hope that the following discussion may be independently useful in further clarifying the nature of normative behaviour.

I have already said that some social norms can be individually useful, such as the norm against drinking or overeating. If people are reduced to choosing between corner solutions, because they are unable to live moderate and temperate lives, it makes sense for them to follow a simple unbreakable rule of total abstention. Moreover, these private norms can take on a social aspect, if people with similar problems join one another for mutual sanctioning, each in effect asking the others to punish him if he deviates. Alcoholics Anonymous provides the best-known example. 'Each recovering alcoholic member of Alcoholics Anonymous is kept constantly aware, at every meeting, that he has both something to give and something to receive from his fellow alcoholics'.

Another writer, emphasizing the second aspect, says that 'primacy is always given to maintaining one’s own sobriety, even as a prior condition to helping others. This kind of enlightened selfishness naturally benefits everyone in the long run'.

It might also be argued that social norms are individually useful in that they help people to economize on decision costs. A simple mechanical decision rule may, on the whole and in the long run, have better consequences for the individual than a fine-tuned search for the optimal decision. This argument, however, confuses social norms and habits. Habits certainly are useful in the respect just mentioned, but they are not enforced by other people, nor does their violation give rise to feelings of guilt or anxiety.

A further argument for the view that it is individually rational to follow norms is that they lend credibility to threats or promises that otherwise would not be believable. Vendettas are not guided by the prospect of future gain but triggered by an earlier offence. Although the propensity to take revenge is not guided by consequences, it can have good consequences. If other people believe that I invariably take revenge for an offence, even at great risk to myself, they will take care not to offend me. If they believe that I will react to offence only when it is in my interest to react, they need not be as careful. From the rational point of view, a threat is not credible unless it will be in the interest of the threatener to carry it out when the time comes. The threat to kill oneself, for instance, is not rationally credible. Threats backed by a code of honour are very effective, since they will be executed even if it is in the interest of the threatener not to do so.

Consider Fig. 3.3, reproducing part of Fig. 2.5. Here II’s threat to move right if I moves right might be credible if II is known to be of Sicilian origin. Knowing that II is willing to act against his own interest to carry out his threat, I will rationally move left. So it might appear as if adhering to the code is individually rational, although the person abiding by it is not motivated by rational considerations.

This observation, while true, does not amount to an explanation of the norm of vengeance. When a person guided by a code of honour has a quarrel with one who is exclusively motivated by rational considerations, the first will often have his way. But in a quarrel between two persons guided by the code, both may do worse than if they had agreed to let the legal system or the council of elders resolve their conflict. If I is moved by a code of honour that forbids him to be taken advantage of, he will move right and take a loss rather than yield to II’s threat. For this reason, mafiosi
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115 Becker (1976), pp. 5, 14, argues, for example, that the 'combined assumptions of maximizing behavior, market equilibrium and stable preferences, used relentlessly and unflinchingly... provides a valuable unified framework for understanding all human behavior'. In the course of a discussion of norms of equity, Zajac (1985) conjectures that 'many, perhaps all of the Propositions can be formulated as models of rational economic agents acting to achieve self-interest'.


118 Schelling (1963) remains the locus classicus for this line of argument.

119 Ibid., p. 27.
seem to do better for themselves in the United States, where they can exploit the rationality of ordinary people (or of other criminals), than in Sicily, where they meet people who share their values. Since we are talking about codes of honour that are shared social norms, the latter case is the typical one. The rationality of following the code then reduces to the desire to avoid sanctions, discussed earlier. Moreover, one cannot rationally decide to behave irrationally, even when one knows that it would be in one's interest to do so. One can try to appear to be irrational without really being irrational, but in practice the real thing is usually more convincing.  

Let us consider, against this background, Napoleon Chagnon's analysis of blood revenge among the Yanomamo. 'At first glance, raids motivated by revenge seem counterproductive. Raiders may inflict deaths on their enemies, but by so doing make themselves and kin prime targets for retaliation. But ethnographic evidence suggests that revenge has an underlying rationality: swift retaliation serves as a deterrence in the long run'.  

As he describes them, most fights begin over sexual issues, but once begun take on a momentum of their own. Hence the effect of vengeance must be to reduce the levels of infidelity, rape, seduction and breach of promise to below what they would otherwise have been. It is clear from his account, however, that many of the sexual affronts are directed towards those who have shown themselves to be cowardly in retaliation. The system may create as much sexual aggression as it prevents. Moreover, the extraordinarily high rate of death by violence (30 percent of the deaths among adult males) suggests that the deterrence is not very effective. Although an individual in this society who does not comply with the norms of vengeance is likely to have a miserable life, I have argued that this fact does not prove that the practice of revenge is based entirely on rational considerations, for why should others rationally make it their business to make him miserable? 

James Coleman similarly argues that commercial honour 'is not a matter of abstract morals but pure self-interest: a merchant banker would be never trusted, i.e. nevermore be allowed to participate in the flow of credit, if his integrity in keeping agreements was not trusted, and his business would rapidly decline if his investment judgement was not trusted'. To evaluate this argument, we may first note that trustworthiness in promising differs from credibility in threatening. The ability to make credible threats is useful if and only if others do not have it. The ability to make credible promises is useful if and only if others have it too. Hence the norm of keeping promises, unlike the norm of carrying out threats, can be both individually rational and a social norm. Usually, however, these two aspects of codes of honour go together. If British merchant bankers have no tendency to engage in irrational revenge behaviour, Coleman may well be right. If, as I suspect, they would be willing to suffer a loss rather than continue to deal with someone who had once betrayed their trust, he might be wrong. In the latter case, we must evaluate the individual rationality of the whole package rather than that of the positive side only. I return to this issue in the concluding chapter. 

The distinction between the usefulness of norms and their rationality can also be brought out by considering Akerlof's explanation of workers' refusal to train new workers who are hired at lower wages. In an analysis of wage rigidity, Assar Lindbeck and Dennis Snower argue that the explanation is to be sought in the self-interest of the employed workers. By keeping potential entrants out, they can capture a greater portion of the benefits of monopoly power. The weapons at their disposal for keeping the unemployed at bay include the following:

First, by being unfriendly and uncooperative to the entrants, the insiders are able to make the entrants' work more unpleasant than it otherwise
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120 'It has been said that Richard Nixon deliberately cultivated the image of someone who was capable and liable to act irrationally in a crisis, so as to dissuade the Russians from creating one. More plausibly, perhaps, his advisors did not mind him exhibiting his erratic and unpredictable ways, and may well have encouraged them. In any case faking unpredictability is too demanding, since it involves acting arbitrarily in innumerable small ways, not just grand-standing on occasion' (Elster 1983a, p. 74). On the superiority of the real thing, see Schelling (1963), pp. 36, 38. The reputation-effect argument developed by Kreps and Wilson (1982) rests, as they recognize, on ad hoc assumptions that may limit its predictive and explanatory power.


122 Ultimately, Chagnon argues in terms of inclusive genetic fitness rather than in terms of individual rationality. For the present purposes, however, it does not matter whether the concern for close relatives has a genetic basis.


124 An exception to this statement occurs in two-step sequential interaction, where it is sufficient that the last party to move can be trusted by the first. An example is given in the concluding chapter.

125 It is important to see that the bankers have three options, not just two. (a) They can continue to deal with the traitor on a basis of trust. (b) They can refuse to deal with him. (c) They can deal with him but insist on bringing their lawyer along. If they refuse to exercise the third option even when it would be in their interest to do so, they are cutting off their nose to spite their face. If they refuse to exercise the first option, they may simply be playing Tit for Tat.
would have been and thereby raise the wage at which the latter are willing to work. In practice, outsiders are commonly wary of underbidding the insiders. This behaviour pattern is often given an *ad hoc* sociological explanation: 'social mores' keep outsiders from 'stealing' the jobs from their employed comrades. Our line of argument, however, suggests that these mores may be traced to the entrants' anticipation of hostile insider reaction and that this reaction may follow from optimisation behaviour of outsiders. Second, insiders are usually responsible for training the entrants and thereby influence their productivity. Thus insiders may be able to raise their wage demands by threatening to conduct the firm's training programs inefficiently or even to disrupt them. In sum, to raise his wage, an insider may find it worthwhile to threaten to become a thoroughly disagreeable creature.¹²⁶

The insider may, to be sure, make this threat, *but is it credible?* If an outsider *is* hired, would it then still be in the insider's interest to be unfriendly and uncooperative? Since Lindbeck and Snower believe that 'harassment activities are disagreeable to the harassers',¹²⁷ they ought also to assume that outsiders will recognize this fact and, in consequence, will not be deterred by fear of harassment. I believe Akerlof is right in arguing that it takes something like a social norm to sustain this behaviour.

Among economists, those who do not subscribe to the individual rationality of norms will mostly argue for their collective rationality, claiming that social norms have collectively good consequences for those who live by them¹²⁸ and that, moreover, these consequences explain why the norms exist. For the view to have predictive and explanatory power, the term 'socially useful' must be clarified. It could mean that a society with the norm is at least as good for almost everybody and substantially better for many than a society in which the norm is lacking. (Compare the discussion of various definitions of collective action problems in Chapter 1.) Or it could mean that the norm is one that would be chosen by a rule-utilitarian to maximize the total utility of society. Most writers on the topic probably use it in the first sense, perhaps with an implied clause that no other norm could bring further Pareto improvements.

Among those who have argued for the collective optimality of norms, Kenneth Arrow is perhaps the most articulate and explicit:

It is a mistake to limit collective action to state action. . . . I want to [call] attention to a less visible form of social action: norms of social behavior, including ethical and moral codes. I suggest as one possible interpretation that they are reactions of society to compensate for market failure. It is useful for individuals to have some trust in each other's word. In the absence of trust, it would become very costly to arrange for alternative sanctions and guarantees, and many opportunities for mutually beneficial cooperation would have to be forgone. Banfield has argued that the lack of trust is indeed one of the causes of economic underdevelopment.

It is difficult to conceive of buying trust in any direct way (though it can happen indirectly, e.g. a trusted employee will be paid more as being more valuable); indeed, there seems to be some inconsistency in the very concept. Non-market action might take the form of a mutual agreement. But the arrangement of these agreements and especially their continued extension to new individuals entering the social fabric can be costly. As an alternative, society may proceed by internalization of these norms to the achievement of the desired agreement on an unconscious level.

There is a whole set of customs and norms which might be similarly interpreted as agreements to improve the efficiency of the economic system (in the broad sense of satisfaction of individual values) by providing commodities to which the price system is inapplicable.¹²⁹

I shall adduce three arguments against this view. First, not all norms are Pareto improvements. Some norms make everybody *worse* off,¹³⁰ or, at the very least, they do not make almost everybody better off.¹³¹ Second,

¹²⁸ As will be clear from examples given below, there is no reason to expect that a norm will always have good consequences for those to whom it does not apply.
¹³⁰ In the sense that almost nobody does better and many do substantially worse than if the norm had not existed.
¹³¹ As observed by James Coleman (forthcoming), many norms have the effect of shifting the distribution of benefits along the Pareto frontier rather than of moving to or towards the frontier. The functionalist argument considered here might be extended to this case, by arguing that the norm is explained by the benefits it brings to those whom it makes better off. The question of a mechanism then becomes decisive. For reasons set out elsewhere (Elster 1983a, ch. 2), I do not believe that intentional, manipulative imposition of the norm by those whom it makes better off is a plausible mechanism.
some norms that would make everybody better off are not in fact observed. Third, even if a norm does make everybody better off, this does not explain why it exists, unless we are also shown the feedback mechanism that specifies how the good consequences of the norm contribute to its maintenance. Of these arguments, the second by itself is not very strong. It serves, however, to refute a possible objection to the third argument.

To support my first argument it is useful to go through, once again, the norms enumerated above.

**Consumption norms**

These norms do not appear to have any useful consequences. If anything, norms of etiquette seem to make everybody worse off, by requiring wasteful investments in pointless behaviours. Let me, nevertheless, mention three possible arguments for the social usefulness of these norms, together with corresponding objections.

First, there is the argument that norms of etiquette serve the useful function of confirming one’s identity or membership in a social group. Since the notion of social identity is rather elusive, the argument is hard to evaluate. A weakness is that it does not explain why these rules are as complicated as they often are. To signal or confirm one’s membership in a group one sign should be sufficient, like wearing a badge or a tie. Instead, there is often vast redundancy. An Oxford-educated person’s manner of speaking differs from standard spoken English in many more ways than what is required to single him out as an Oxford graduate.

Second, there is the argument that the complexity of the rules serves an additional function, that of keeping outsiders out and upstarts down. It is easy to imitate one particular behaviour, but hard to learn a thousand subtly different rules. But that argument flounders on the fact that working-class life is no less norm-regulated than that of the upper classes. Whereas many middle-class persons would like to pass themselves off as members of the upper class, few try to pass themselves off as workers.

Third, one might combine the first and second positions and argue that norms simultaneously serve functions of inclusion and exclusion. Evans-Pritchard’s classical argument about the Nuer can help us here. ‘A man of one tribe sees the people of another tribe as an undifferentiated group to whom he has an undifferentiated pattern of behaviour, while he sees himself as a member of a segment of his own group.’

Fine-tuned distinction and gamesmanship within a group is consistent with ‘negative solidarity’ towards outsiders. This view is more plausible, but it does not really point to any social benefits of norm following. It is not clear why the working class as a whole would benefit from the fact that it contains an infinite variety of local subcultures, all of them recognizably working class and yet subtly different from one another in ways that only insiders can understand. Nor is it clear that the local varieties provide collective benefits to members of the subculture. To say (as many do) that norms ‘confirm one’s identity’ as a member of the group is, I believe, misleading, since by and large people do not adopt the self-conscious attitude implicit in this phrase. Statements about identity tend to confine the observer’s and the actor’s point of view. Norms constitute the identity of the group whose members obey the norm, but this does not imply that they derive the benefit of their identity being confirmed when they follow the norm.

**Norms against behaviour ‘contrary to nature’**

Norms against cannibalism and incest are good candidates for collectively beneficial norms. Everybody benefits from a norm that forces people to look elsewhere than to other people for food. Norms against incest may well be optimal from any perspective: individual, collective or genetic. (In some societies the norm may overshoot a little, by banning sexual relations with not-so-close kin, so that the norm is not, strictly speaking, Pareto-optimal.) Norms against sodomy, by contrast, involve harmful restrictions of freedom and no benefits. They make everybody worse off. Norms against homosexuality might also, under conditions of overpopulation, make everybody worse off.
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132 Bourdieu (1979) carries this argument to absurd lengths. It is critically examined in Elster (1981).

133 Evans-Pritchard (1940), p. 120.

134 One might say, perhaps, that norms are useful in limiting the number of potential interaction partners to a small and manageable subset, thus making for greater focus and consistency in social life. As in many other cases, too much freedom of choice reduces the value of freedom (Elster 1983a, pp. 78–80). A community of norms would then be a bit like a convention equilibrium, since it is important that one’s partners limit their partners by the same device. This explanation, however, fails to account for the emotional tonality of norms and for their capacity to induce self-destructive behaviour.
Norms regulating the use of money

It is far from obvious that the norm against buying places in a cinema queue has useful consequences. It may well be a pointless prohibition of potential Pareto improvements. If the forbidden practice were allowed, it is not clear that anybody would lose, and some would certainly gain, namely those who could earn an income standing in line for others. Although competition might drive the gains down to zero for the marginal place seller, the inframarginal sellers would benefit. This in itself shows that the norm does not create a Pareto improvement. A general-equilibrium proof, well beyond my competence, would be needed to show that it does in fact create a Pareto-inferior state.135

When discussing this problem, I have met the argument that the norm is a special case of a more general norm against flaunting one’s wealth — a norm that on the whole has beneficial consequences. I have two counter-arguments. First, the norm against flaunting one’s wealth operates within a community of people who know one another, not among strangers waiting in line. There is no norm against standing in line with expensive furs or jewelry, although this, too, is a way of flaunting one’s wealth. Second, the norm against flaunting one’s wealth is beneficial only against a background of envy. Would it not be even better if there were a norm against expressing envy? I return to this point in the next paragraph and then again in the concluding chapter.

The norm that prevents us from accepting or making offers to mow other people’s lawns for money seems more promising. If I am hard up I may be tempted to accept or solicit an offer, thinking, correctly, that one transaction cannot matter. But an unintended consequence of many monetary deals among neighbours could be the loss of the spontaneous mutual-help behaviour that is a main benefit of living in a community. By preventing deals, the norm preserves the community. The norm could also have a more disreputable aspect, however. It is true that if I offer my neighbour money to mow my lawn, I flaunt my wealth in a way that is disruptive of community. But the norm against flaunting one’s wealth may just be a special case of a higher-order norm: Don’t stick your neck out. ‘Don’t think you are better than we are, and above all don’t behave in ways that make us

135 Perhaps the proof would be easier if one considered the problem of buying a place in a bus queue, since it is even less likely that the absence of a norm against this practice would create a group of people who tried to earn an income by selling their places.

Norms of reciprocity

It is plausible — although hard to prove rigourously — that these norms do, on the whole, have good consequences. To the extent that the norms are the object of strategic manipulation, they can lead to a waste of resources, as in the potlatch or Turnbull’s roof-thatching example. Also, norms of reciprocation are part and parcel of vendetta norms, thus ensuring that killings go on indefinitely rather than slowly petering out. More frequently, however, they are invoked to ask for help when one needs it strongly and others can provide it at low cost to themselves.

Medical ethics

The norms that treatment should be as thorough as possible and that more serious cases should be treated before less serious ones seem, on their face, to be collectively undesirable. More people would get well if each patient were treated less thoroughly and if intermediate cases had priority over extreme ones. One might argue, perhaps, that these perfectionist norms have desirable side effects that offset whatever inefficiency they might appear to have when seen in isolation. It might be impossible to sustain the dedication and compassion of doctors were they constantly called upon to make comparisons and cost–benefit calculations. A remote analogy might be the desirable side effects of the somewhat pointless perfectionism of the postal services in some countries, especially in the past. By imposing the principle of next-day delivery for all letters, no matter how remote the destination, costs were incurred that would also appear excessive if taken in isolation. Yet the unbreakable principle, together with the heroic tales spun around its strict implementation, may have contributed to an occupational pride and motivation that led to better service than any commercial system could ever realize at the same cost.136 I do not know how to evaluate this argument. It should not be dismissed out of hand, but neither does it provide hard evidence for the optimality of norms.

Codes of honour

One set of effects of codes of honour is to enhance the credibility of threats and promises. I postpone this issue until the concluding chapter. Another set of effects is to reinforce norms of reciprocity and norms of retribution. In both cases, the net effects are indeterminate.

Norms of retribution

The Jalé norm of strict liability is, as I said, likely to produce socially harmful passivity and excessive caution. Norms of vengeance lead to violence in quarrels that otherwise would have been resolved peacefully. One could argue, however, that there will be fewer quarrels in societies with strong norms of vengeance, since everybody knows that they can have disastrous consequences. But it is not clear that this would be a good thing. One could probably get rid of almost all criminal behaviour if all crimes carried the death penalty, but the costs of creating this terror regime would be prohibitive. It could be argued, however, that life in a vendetta-ridden society would be better than the state of nature, in which there is no regulation of conflicts. But this difference cuts both ways. In the state of nature, people are supposed to be rational. They do not engage in pointless acts of revenge. People would initiate more aggression, but react less aggressively to it. ‘The question remains . . . whether feuds created more disruption than they controlled’. I return to this issue in the concluding chapter.

Other alleged collective benefits of vendettas include the catch-all benefit of social cohesion, an argument which is too speculative to merit further consideration, and the benefit of maintaining population at a constant level. The latter argument, in Christopher Boehm’s exposition, goes like this. Excess population creates land hunger. Land hunger leads to quarrels over pastures. Such quarrels lead to feuding. Intertribal feuding easily escalates into warfare. Warfare reduces population ‘through the killing of male warriors, through losses of noncombatants who were captured and sold into slavery, and also through the famines and epidemics that followed serious defeats’. All of this may well be true. Boehm goes on to argue, however, that feuding also had another collectively beneficial effect: it 'helped to keep the Montenegrin tribes divided among themselves so that they never posed enough of a threat to be more than a nuisance to [the Turkish] empire. . . . Feuding . . . kept the segmentary system from unifying to a degree that might invite extinction at the hands of the Turks’. At the same time, he argues, feuding never escalated to the point of undermining the ability of the tribes to put up a fight against Turkish invaders. Feuding took place at exactly the right level: there was enough of it to reduce the strength of the tribes to the point where they did not pose a threat to the Turks, but not so much that they would lose strength and provide an easy prey to the Turks. All of this may well be true. We should be suspicious, however, of an explanation that imputes so many ecological benefits to feuding, especially since Boehm himself admits that he has little or no empirical evidence for these assertions. In any case, of course, it remains to be shown that these benefits, taken individually or in conjunction, provide an explanation of feuding.

Norms of work

The obligation to work is clearly socially useful. The norm against two-tiered wage systems does not seem to benefit employed workers, while harming both employers and the unemployed, who have a common interest in such systems. At least this is true if we accept Akerlof’s (somewhat implausible) tale. If employed workers have good reasons to think that new workers will drive their wages down, the code of honour makes good collective sense, at least with respect to the short-run interests of the local group of workers. Society as a whole might, however, suffer. In that case, codes of honour would embody solutions to local collective action problems while also creating a higher-order problem.

Somewhat similar arguments apply to the norm against rate busting. In a well-known case, it has been argued that the norm is pointless and wasteful, since ‘changes in piece rates at the Western Electric Company . . . are not based upon the earnings of the worker. The company’s policy is that piece rates will not be changed unless there is a change in the manufacturing process’. The last clause of this policy statement appears in a different light, however, when we read the report of a knowledgeable engineer: ‘I was visiting the Western Electric Company, which had a reputation of never cutting a piece rate. It never did; if some manufacturing
process was found to pay more than seemed right for the class of labor employed on it — if, in other words, the rate-setters had misjudged — that particular part was referred to the engineers for redesign, and then a new rate was set for the new part. 143

There is no doubt that workers often express the view that any increase in effort will induce management to reduce rates. 144 It remains to be shown, however, that this argument against rate busting is more than rationalization of envy. 145 In the words of one notorious rate buster: ‘There are three classes of men: (1) Those who can and will; (2) those who can’t and are envious; (3) those who can and won’t — they’re nuts!’ 146 (Those in the third category, presumably, are moved by solidarity and feelings of justice.) The question cannot be treated separately from the behaviour of management. On the one hand, management has a clear incentive to make it clear that they will never cut rates as a result of increased efforts, nor engage in the subterfuges described by the engineer who visited Western Electric. On the other hand, how can management make this promise credible? They cannot commit themselves to never introducing new methods of production, nor easily prove that a new method is not just a subterfuge for changing rates. Knowing this, workers have good reasons to be sceptical.

Three conclusions emerge. First, both management and workers would benefit if a way were found to distinguish justified from opportunistic changes in piece rates. Second, the worker collective as a whole may well benefit from the norm against rate busting, since management cannot credibly commit itself to maintaining rates. Third, however, the norm may work against the interest of society as a whole, including the working class as a whole, if the loss of productivity caused by the norm is sufficiently serious. 147 Even granting that the norm represents the successful solution of a collective action problem within the enterprise, it might create a new problem among enterprises.

Norms of cooperation and distribution

The norms of cooperation are, on the whole, socially useful, although in exceptional cases they, too, can make everybody worse off, as will be shown in Chapter 5. The effect of norms of distribution was briefly mentioned earlier and is further discussed in Chapter 6.

At the very least, I believe that I have demonstrated that the social usefulness of social norms cannot be taken for granted. In fact, I think I have shown more than that. I am sure that each of my claims about nonoptimality could be contested. The social sciences being what they are, the facts can be represented and explained in different ways. I think, however, that the cumulative impact of the claims is harder to refute. Some norms do not make everybody better off: they make everybody worse off, or they shift the balance of benefits to favour some people at the expense of others.

Many norms that would be socially useful are in fact not found to exist. If public transportation were widely chosen over private driving, the roads would be less congested and everyone would spend so much less time commuting that the loss of comfort would be offset. Yet there is no social norm to use public transportation in crowded cities. In many developing countries private insurance motives create an incentive to have large families, although the aggregate effect is overpopulation and pressure on resources. Yet there is no social norm against having many children. If American citizens had followed the norm ‘Buy American’, they would all have been better off. But there is no such norm. (Note that if all countries inculcated similar norms in their citizens, all would be worse off.) The small Italian village described by Edward Banfield would certainly have benefited from a social norm against corruption. Instead, it had what appears to have been a norm against public-spirited behaviour. Nobody would associate with a person stupid enough not to violate the law when he could get away with it. 148 Criminals could benefit from a minimum of solidarity among themselves; yet, as I said, there is no honesty among thieves. The reader can certainly think of other examples. Such examples do not in themselves refute the view that norms exist because they are collectively beneficial. But they refute a possible defence of that view against the objection I now proceed to state.

Even assuming that a given norm appears to yield a Pareto improvement, we are still left with the question of explaining why it exists. To assume that the collective benefits of the norm automatically provide an explanation is to fall victim to a widespread functionalist fallacy. 149 In the absence of a mechanism linking the benefits to the emergence or perpetuation of the norm we cannot know if they obtain by accident. We should be

143 Mills (1946, p. 9), cited after Roy (1952), p. 43. See also Burawoy (1979), p. 165.
144 The readings in Lupton, ed. (1972) provide ample evidence on this point.
147 As participant-observer in a machine shop Roy (1952) found substantial losses due to deliberately suboptimal efforts.
suspicious of theories of society that deny the possibility of accidental benefits. Moreover, and perhaps more important, the beneficial or optimal nature of the norm is often controversial. It is only a slight exaggeration to say that any economist worth his salt could tell a story—produce a model, that is, resting on various simplifying assumptions—which proves the individual or collective benefits derived from the norm. The very ease with which such "just-so stories" can be told suggests that we should be sceptical about them. We would be much more confident about the benefits if a mechanism could be demonstrated.

There are not many plausible candidates for a feedback mechanism. Reinforcement could not work here, since the benefits are collective rather than individual. Chance variation and social selection might seem a better alternative. On this account, social norms arise by accident. Societies which happen to have useful norms thrive, flourish and expand; those which do not disappear or imitate the norms of their more successful competitors. Whether the successful societies proceed by military conquest or economic competition, the end result is the same. The argument is popular, but feeble. The norms of the strong are not as a rule taken over by the weak, nor do the weak always disappear in competition with the strong. Greece was conquered by Rome, but Rome assimilated more Greek norms than the other way around. When China was conquered by the barbarians, the latter ended up assimilating and defending the culture they had conquered. Today, few developing countries are taking over the norms and work habits that were a precondition for Western economic growth, nor is there any sign of these countries going out of existence.

One might, however, deny the need to demonstrate a mechanism. If it could be shown that all potentially useful norms are in fact realized, we would surely be entitled to infer that the norms are due to their usefulness even if we have no idea about a mechanism. Similarly, Newton had no idea of the mechanism of gravitation and yet the observed correlations were so strong that he did not hesitate to infer a causal relationship. More controversially, the universal fact of biological adaptation entitled Lamarck to infer that the structure and behaviour of organisms can be explained by the adaptive benefits they bring. By comparison, the fact that his guess about a mechanism was wrong is of secondary importance. I have been concerned to show, however, that the case of social norms is different and that there are many counterexamples to the claim that all potentially useful norms are realized.

This does not add up to a strong claim that the social usefulness of norms is irrelevant to their explanation. I find it as hard as the next person to believe that the existence of norms of reciprocity and cooperation has nothing to do with the fact that without them civilization as we know it would not exist. Yet it is at least a useful intellectual exercise to take the more austere view and to entertain the idea that civilization owes its existence to a fortunate coincidence. On this view, social norms spring from psychological propensities and dispositions that, taken separately, cannot be presumed to be useful, yet happen to interact in such a way that useful effects are produced. I return to this perspective in Chapter 5.

The final argument against the autonomy of norms is that they owe their existence to their contribution to genetic fitness. Once again I do not know of explicit statements of this view. Several writers, however, have taken this position on the closely related issue of the emotions of guilt and shame that sustain norm-guided behaviour. I know too little about evolutionary biology to evaluate these claims. I would like, nevertheless, to record my scepticism and make a few general remarks.

Evolutionary explanations do not take the narrow form 'Feature X exists because it maximizes the genetic fitness of the organism'. Rather their general form is 'X exists because it is part of a package solution that at some time maximized the genetic fitness of the organism'. The latter form allows for two facts that the former excludes. First, there is the omnipresent phenomenon of pleiotropy. A tendency to conform to a social norm might detract from genetic fitness and yet be retained by natural selection

---

150 Elster (1983a), sec. 3.10.
151 Faia (1986) presents a good discussion of the (severely limited) range of cases in which social selection arguments make good sense.
152 Veyne (1979).
154 This analogy was suggested to me by Kenneth Arrow.
155 Actually, of course, Lamarck at most showed that all features of organisms are adaptive, not that all potentially adaptive features are realized.
156 This analogy is used by G. A. Cohen (1978), ch. 8. I think it is of dubious value, since Lamarck also got the facts wrong about adaptation. He thought that adaptation meant ecological fitness, as measured by expected life span, whereas Darwin showed that it meant reproductive fitness, measured by the number of offspring. The example supports the claim made in the text, that without knowledge of a mechanism we should be wary of imputing optimality.
157 Trivers (1971); Hirschleifer (1987); Frank (1988).
158 Inspired largely by Kitcher (1985).
if it is the by-product of a gene whose main product is highly beneficial. Second, the general form allows for time lags. A social norm may be maladaptive today and yet have been adaptive at the stage in history when the human genome evolved and, for practical purposes, was fixed. When I said that norms might owe their existence to 'psychological propensities and dispositions', a natural reply would have been that these in turn must be explicable in terms of genetic fitness. Let me concede the point, provided that the explanation is allowed to take this general form. Advocates of evolutionary explanations, however, usually have the narrower form in mind. I am not saying that in doing so they are always wrong, only that they cannot take it for granted that an explanation of the narrow form always exists. What is true is that a plausible story of the narrow form can almost always be told. Again, however, the very ease with which just-so stories are forthcoming should make us wary of them. Imputations of optimality require hard work, not just armchair speculation.

The basic question I have been discussing in this chapter concerns the interaction between norms and consequentialist motivations, notably self-interested ones. An analogy may help us understand the nature and the difficulty of the problem. Rational-choice theory stipulates that action is determined by subjective preferences and objective opportunities. Psychological theory suggests that preferences are in part shaped by opportunities, because people often limit their aspirations to what they can achieve. But preferences are not fully reducible to opportunities, at least not by this particular mechanism. The unknown residual is a brute fact, at least for the time being. Similarly, people's motives are determined by self-interest and by the norms to which they subscribe. Norms, in turn, are partly shaped by self-interest, because people often adhere to the norms that favour them. But norms are not fully reducible to self-interest, at least not by this particular mechanism. The unknown residual is a brute fact, at least for the time being.

159 Similarly Arrow (1971) writes that 'the social conventions may be adaptive in their origins, but they can become regressive. An agreement is costly to reach and costly to modify; and the costs of modification may be especially large for unconscious agreements'. North (1981), p. 49, makes a similar suggestion. This stratagem may be seen as strengthening the view that norms can be explained in terms of collective optimality (by suggesting a general answer to counterexamples) or as weakening it (by making it more difficult to falsify). In my view it does nothing to strengthen the case, since — unlike the biological analogue — there is no general theory that suggests a mechanism by which useful norms come to evolve.


161 This might seem like a nasty, unsubstantiated slur. I refer to Kitcher (1985) for massive documentation.
4. Bargaining and collective action

Introduction

Bargaining and collective action interact in three main ways. First, bargaining may fail because of collective action problems that arise in the course of negotiations. To get an edge in wage bargaining, labour and management may use tactics that are individually rational but collectively disastrous. Second, decentralized bargaining may create collective action problems because the parties involved in one bargaining process fail to take account of the externalities their agreement imposes on those involved in other, simultaneously occurring processes. The members of any given union are but marginally hurt by the price increases induced by their wage demands, but an across-the-board increase harms members of all unions. Third, collective action problems may require bargaining to allocate the burdens and benefits from cooperation. If unions agree on centralized bargaining, there will be bargaining over the wage profile to present to employers. In this chapter I discuss how these problems arise in interactions between employers and unions (capital-labour bargaining), among employers (capital-capital bargaining) and among unions (labour-labour bargaining). Since my main examples, here and in Chapter 6, will be taken from Swedish collective bargaining, I also offer a brief description of that system.

First, however, I want to make some general comments on the third problem—the bargaining problems embedded in collective action. Chapter 1 proposed a simplified analysis of collective action problems, in which I assumed that the actors were homogeneous and interchangeable. Although heterogeneity is the main source of bargaining in such problems, the need to negotiate can also arise in the homogeneous case with binary choices.1

1 If the size of contributions varies continuously, the problem will be solved by everybody contributing 1/n of the optimal total contribution.

Assume, namely, that the collective action problem is such that universal cooperation is not the optimal outcome. In Chapter 1 we saw how this could happen if the costs of cooperation increase rapidly (or the benefits from cooperation decrease rapidly) with the number of cooperators. In that case, the cost to the last cooperators of contributing may exceed the sum total of all the small increments they add to the welfare of the group members. The average benefit of the group would be maximized if some members were allowed to take a free ride. In the next chapter I argue that sometimes universal cooperation is worse for everybody (not just on the average) than partial or limited cooperation. In such cases the argument for allowing free riding is even stronger, since the last cooperators would actually harm others, not just benefit them too little for their contribution to be worth while. In such cases there is an internal optimum, which is superior to each of the corner solutions (universal cooperation and universal noncooperation). If, as could also happen (see Chapter 5), universal cooperation is actually worse for all than universal noncooperation, finding an internal solution is essential and not just a matter of fine-tuning.

To select the noncooperators in a group of homogeneous individuals one may use individual lotteries or joint lotteries. In either case one might supplement the lottery with a system of side payments, so as to ensure equality ex post, not merely ex ante. In repeated interactions, equality ex post may also be ensured by having a new lottery for each occasion. Suppose the group has $n$ members and that the optimal number of cooperators is $m$. If each individual uses a lottery that assigns him an $m/n$ chance of cooperating, the law of large numbers will ensure that approximately $m$ people will in fact end up cooperating. Assume, for instance, that all members of a suburban community would prefer driving to work over taking the bus if and only if congestion were less than what would be created by one-third of them driving. The optimum would be achieved when all tossed a die and drove if either a 2 or a 5 came up. An alternative solution would be to select some by lottery to be allowed to drive. In either case, the drivers might or might not compensate the nondrivers. If the lotteries occurred daily, there would be no need for a compensation scheme. On the other hand, daily lotteries would be inefficient, since they would force people to have a car which they used only one day out of three. The best solution might be to have a once-and-for-all joint lottery with side payments.

Individual lotteries are an implausible allocation mechanism. Joint lot-
teries without side payments were observed in an experimental situation set up so as to exclude compensation schemes. Here seven people were told that they would get a public good if and only if a subset (three or five) made a voluntary contribution. In a few cases too many people contributed. In no case was the minimum level not reached. The subjects, who were allowed to communicate with each other, used three methods to select the contributors: volunteering, lottery and (in one case) assessment of needs. It is likely that they would have used side payments that had that option been open to them.

In real-life situations, there are practical and moral obstacles to the use of side payments. On the one hand, the group must not be so large as to make the bargaining costs prohibitive. Voting is probably a collective action problem with an internal optimum, but in any except the smallest assemblies it would not be worth while to bargain over who should be exempt from voting. On the other hand, the collective action situation must be ethically consistent with side payments. In voluntary community work, for instance, there is often little point in each and every family turning out to work on the children’s playground. They might end up tripping over each other’s feet. Side payments, while feasible, would not be acceptable, given the norms regulating the use of money in communities. Side payments, therefore, can be used only in small groups whose members stand at arm’s length from one another. These two conditions point in opposite directions, making it unlikely that they will often be jointly satisfied. In practice, it is much more probable that we shall observe one of the two corner solutions. Cartels – competition among the few – might appear to be an exception. Yet, as Schelling observes, if the fact of compensation would be evidence of illegal collusion, side payments might not be acceptable in this case either.

The case of heterogeneous actors is more interesting. In any collective action problem with asymmetries among the actors, bargaining may be required to allocate the costs and benefits of cooperation. Since virtually any real-world collective action problem is asymmetrical, the importance of this problem can hardly be exaggerated. I believe, in fact, that the pure free-rider problem is a much less serious obstacle to collective action than is usually argued. Because of internalized norms of cooperation, more people are reluctant to act as free riders. Rather cooperation breaks down because people fail to agree on a reasonable or equitable distribution of the costs and benefits involved. Uncertainty about preferences, and the possibility of misrepresenting them, is one reason. Another is that even with full information about preferences, people might fail to agree on an allocative criterion. They might look beyond sheer bargaining strength for some social norm to guide the allocation. If, as is usually the case, different norms favour different groups, a bargaining impasse may result. These problems of bargaining among heterogeneous actors are more fully discussed later in this chapter and again in Chapter 6.

Collective bargaining in Sweden

In this section, I briefly characterize the Swedish system of collective bargaining that has been in place over the past decade. First, however, I shall say a few words about how the system came into being.

From the beginning of the century, collective bargaining in Sweden developed in six stages. Until recently, it was characterized by increasing degrees of centralization, as measured both by the emergence of encompassing organizations and by their increasing coercive powers over members. (a) Around the turn of the century, national unions came into being in the various industries, supporting local strikes by assessing nonstriking employers one by one, using the ‘whipsaw tactics’ of the ‘rolling strike’. (b) Employers responded by amassing their own central strike insurance funds, and calling massive industry-wide lockout of union members, which had the effect of pulling the plug out of union strike funds and quickly bringing unions to their knees. (c) ‘The effect of these tactics was then, naturally, to force union executives to secure an ever tighter hold on the tactics and resources of the organization, preventing autonomous locals from setting unsupportable strikes in motion’.
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2 Van de Kragt, Orbell and Dawes (1983).
3 Similarly, Griffin (1985) suggests lotteries, rotation and differential needs as methods for allocating the right to take a free ride in cases where universal cooperation is pointless.
4 The following comments apply to side payments generally, including cases in which universal participation is desirable.
5 Side payments in kind would, however, be acceptable. (‘Could you look after my kids while I work on the playground?’)
7 See Hardin (1982), ch. 5, for a survey of asymmetries in collective action.
bargaining at the industry level. (d) In the 1930s, interunion conflicts created the conditions for increased power to LO, the central blue-collar organization. As high wages in the construction industry created dissatisfaction among the metal workers, they demanded and got LO intervention to stop a strike of the building workers. (e) Between 1941 and 1956, central bargaining at the supraindustrial level emerged, and remained in force until 1982. (f) The central employers' association, SAF, wishing to avoid inflationary wage rivalry, was an important driving force behind centralization. In the 1980s, as we shall see, employers became increasingly conscious of the disadvantages of central bargaining, which became linked to solidaristic wage policies that came into conflict with the employers' desire for wage differentiation.

The current Swedish bargaining system is defined by three cross-cutting distinctions. First, there is a division between three economy-wide unions that organize, respectively, blue-collar workers, lower functionaries and higher functionaries. The blue-collar union LO is the best known and traditionally the most powerful, although with the increasing number of functionaries the balance of power has shifted. Of the three unions, the first two are further divided along sectoral lines, the last along occupational lines. Second, there is a distinction between private and public employees. Third, within the latter category there is a distinction between state employees and municipal employees. All lower functionaries belong to one union and all higher functionaries to another, but there is not a one-to-one correspondence between unions and bargaining cartels. One cartel bargains on behalf of (lower and higher) private functionaries, whereas no less than four bargain on behalf of public functionaries. In addition there are two cartels that bargain on behalf of blue-collar workers in the public sector.

In Fig. 4.1, links between unions and their bargaining cartels are represented by heavy lines. Links between employers and unions (or their cartels) are represented by thin lines.

Instead of central bargaining, the private sector can choose to conduct sectoral (industry-level) bargaining. Even when there is central bargaining, sectoral negotiations implement (and occasionally distort)\textsuperscript{12} the central agreements. In addition, there is always local (plant-level) bargaining. Negotiations at the central or sectoral level set the tariff wage, and plant-level bargaining then determines the wage drift. The latter is quite important, amounting on the average to about half the total wage increase in the industrial sector. In most bargaining rounds since the Second World War central bargaining has been the rule and sectoral bargaining the exception. Sectoral bargaining, which prevailed before 1956, recurred for the first time in 1982 and then again in 1983–4 and 1988.\textsuperscript{13}

\textsuperscript{12} Bargainers at the central level are more interested in overall wage equality, e.g., equalization across individuals in the same firm. Bargainers at the sectoral level are more interested in wage equity, i.e., equal pay for equal work across firms. Because the latter have some discretion in implementing the central agreement, they sometimes use it to promote their own distributive concerns (Nilsson 1987, p. 30).

\textsuperscript{13} Here and elsewhere dates refer to the period in which the bargaining actually occurred, not to the period that was the object of the bargaining. These can overlap, since wage increases are often given retroactive force.
As one can easily imagine, a bargaining process involving all these parties and levels is very complex. Although the bottom line, here as elsewhere, is bargaining over wages and working conditions, much time is spent bargaining over the formal framework for bargaining. At the central level, the fundamental feature of collective wage bargaining is the absence of a constitution that could provide a predictable and nonmanipulable framework for bargaining. \(^{14}\) At the expiration of a contract period, everything is up for grabs: the level of bargaining, the length of the next contract period and the issues to be negotiated. The outcome of central bargaining is not simply a wage rate or a wage profile. It can also include guidelines for local-level bargaining and escalator clauses that trigger wage increases or renegotiations if inflation or wages of other workers exceed a certain level. In addition, work-time reductions, the modalities of sickness pay and issues of security of employment may (or may not) come on the agenda. Often, the compromise that is reached contains exquisitely ambiguous phrases that dump unresolved problems onto the future or to the local level. The issues are clouded in wage statistics that are nearly incomprehensible to anyone but a few experts, and in any case not open to public inspection and discussion.

There have been proposals to introduce some constitutional measures in central bargaining, similar to the Danish 'time table' that specifies when offers must be made, responses given and an agreement reached (if no agreement is reached mediation takes place). \(^{15}\) A time table would, for instance, prevent the parties from adopting various tactics of brinkmanship, such as the practice of stretching out negotiations in the hope that the other side will lose its nerve. Also, it would prevent the jockeying for position that ensues because each union (in decentralized bargaining) or bargaining cartel wants to be the last one out. Swedish employers have been quite willing to entertain such constitutional thoughts, on the condition that the coordination include both the private and the public sector. Unions have been less enthusiastic, probably because they have more to lose from a more constrained time table. \(^{16}\) For one thing, members of SAF’s bargaining delegation are often top managers who may be willing to make concessions just to get back to their main job. For another, delay in reaching an agreement will often lead to retroactive wage raises that are more difficult to pass on to consumers.

Bargaining at the local level is constrained by a constitution that specifies legal modes of conflict. In Chapter 2 I discussed how these modalities – work-to-rule, go-slow, strikes – affect the outcome of local bargaining. In addition, local bargaining is to some extent constrained by decisions taken at the central level. Some constraints are quite soft, as when central bargaining includes a suggestion that average drift should not exceed a specified level. Others are more specific. Thus in the 1985 bargaining round the two-year agreement in the blue-collar private sector contained a clause that half the difference between expected and realized wage drift in the first year should be deducted from the agreed-upon increase in the tariff wage for the second year. The policy did not succeed, perhaps because it created an incentive to demand very high local increases in the first year. When the value of each dollar in wage drift over and above the expected level is reduced to fifty cents, it makes sense to insist on more.

Bargaining within and between unions or bargaining cartels is an essential part of the overall bargaining system. Sometimes the internal bargaining is resolved before the external confrontation, but they can also take place in parallel, right up to the last minute. Some unions or cartels have a highly heterogeneous clientele. The cartel representing private functionaries, for instance, represents the interests of lower functionaries who earn less than their public counterparts, as well as those of higher functionaries who earn more. Similarly the metal workers’ union represents all workers in the mechanical industries, not just the highly skilled elite. On the one hand, this union must pay considerable attention to the latter, who might otherwise defect to the functionaries’ union. On the other hand, it must pay attention to the solidaristic wage policy that has been a constant goal of LO. In a phrase that resonates with the theme of the present work, Peter Swenson writes that LO’s emerging egalitarianism ‘provided the cement for a potentially unstable balance of power among the LO unions’. \(^ {17}\)

Across unions or cartels the differences are also considerable. The metal workers’ unions and the typographical union have traditionally been strong unions that have accepted the solidaristic wage policy with reluctance and,

\(^{14}\) For an analogy one may look to fourteenth-century Florence, described in Najemy (1982), which in turn is briefly summarized in Elster (1989a), pp. 81–5.

\(^{15}\) The following draws on Arbetsmarknadsdepartementet (1988).

\(^{16}\) The following draws on de Geer (1986), pp. 363–4.

on several occasions, supported the move to decentralized bargaining. Industrial workers and private functionaries have sometimes been able to work in tandem but have often been split by alliances with private employers. In recent years, employers and workers were pitted against functionaries in 1981, employers and functionaries against workers in 1983 and workers and functionaries against employers in 1986. The four cartels (the 'Gang of Four') representing lower public functionaries and public blue-collar workers have at times been able to coordinate their efforts. At other times, their alliance has split because the blue-collar workers, traditionally close to the Labour party, were more willing to listen to the socialist government's demand for wage moderation.

In most of the postwar period, the issue of central versus decentralized bargaining has been on the agenda. Even in the long period – from 1956 to 1982 – when central bargaining prevailed, it had to be chosen anew on each round of negotiations. For the employers the main argument for central bargaining was that it would induce worker moderation, yielding lower wage increases and fewer strikes. In addition, SAF found that total lock-out was easier to deploy and to justify than partial lock-outs (as discussed later). For the unions there were two main arguments: justice and efficiency. Central bargaining would enable LO to impose 'solidaristic wage policies', and to internalize the effects of various parts of the labour market on each other.

For the employers, however, the arguments against central bargaining became increasingly important. For one thing, the solidaristic wage policy made wage differentiation, which the employers believed to be necessary to attract skilled workers, more costly. Because unskilled workers secured large increases in the central part of the bargaining process, skilled workers had to be offered more in the subsequent local bargaining. For another, the moderating effects of central bargaining became less valuable as an ever-larger proportion of the workers became organized outside LO. This development also weakened the efficiency argument for central bargaining in the eyes of the workers and undermined their resistance to the employer-initiated move to decentralized bargaining.

The process that led to the break-down of central bargaining in 1983 was initiated by employers in the mechanical industries, spearheaded by the powerful Volvo industries, which, directly or indirectly, make up about 10 per cent of the Swedish industrial production and 12 per cent of exports. By bargaining separately with the metal workers they hoped to achieve a more differentiated wage policy. The central association of employers shared the substantive goal of wage differentiation, but feared that separate bargaining might obstruct the strategic goal of maintaining their organization intact. Yet they did not mind a split in the united front of workers, especially since this might make it even more difficult to achieve the unification of workers and functionaries that was a long-standing goal of LO and a long-standing fear of the employers. By contrast, LO was opposed to decentralization both on substantive and on strategic grounds.

In their bargaining with the other branches of the employers' association, the employers in the mechanical industries decided to build up a separate fund out of which they could support their member firms in case of a conflict. This conflict fund served, in effect, as a bargaining chip in two distinct negotiations. Against other employers it added credibility to their threat to leave the central association unless its statutes were changed so as to allow separate bargaining with the metal workers. In addition, of course, it served the normal purpose of adding credibility in the latter bargaining itself. The metal workers' union accepted separate negotiations, against the wishes and the pressure of LO, because it hoped to get (and in fact did get) concessions on several long-standing grievances.

In addition, the metal workers got concessions on relative wages. The employers in the mechanical industries were also negotiating with the private functionaries in a similarly decentralized fashion. This was the year in which, at the central level, there was an alliance between private employers and functionaries against the industrial workers. Within the mechanical industry, however, a different coalition formed – between employers and workers against the functionaries. To achieve the support of the workers for separate bargaining it was important to keep the wage increases of the functionaries at a moderate level, and in the first year (1983) these did in fact receive less than other private functionaries.

In the 1983–4 bargaining over decentralized bargaining, there were three propositions on the table: full centralization, full decentralization and voluntary centralization among the sectors that so desired. LO ranked the alternatives in this order, whereas the employers ranked them in exactly the opposite order. In the ensuing compromise, each party got its second-best alternative, full decentralization. It is not clear why LO would rank the alternatives in this order. It is possible that it actually preferred partial
decentralization, but expressed a different preference to force employers to accept full centralization, wrongly believing that they would prefer this over full decentralization. And the employers might well have had this preference, if their desire to keep the organization together had been stronger than the need to accommodate the mechanical industries.

Bargaining over the contract period has several aspects. First, there is a general tendency for employers to want longer and unions to want shorter periods. Employers need a long planning horizon, partly to prevent unions from taking advantage of high investment levels (Chapter 2). The difference may also be related to different attitudes towards risk. In a rapidly and unpredictably changing environment, ability to renegotiate the contract is more important for risk-averse employees than for more nearly risk-neutral employers. This problem, however, can be finessed by the inclusion of automatic compensation for inflation in the contract. Second, there is a conflict of interest over the synchronization of the contract periods in different sectors. LO traditionally wants full synchronization for workers and functionaries, as part of its general desire for fully unified bargaining. The employers and functionaries have the opposite preference. Also, one union may want its contract period to expire soon after that of another union, so as to be able to renegotiate if the latter gets a good settlement. Nobody wants to be the wage leader whose results serve as a floor on the demands of the unions whose contracts expire later. Again the problem can be finessed by contract clauses granting automatic compensation for higher wages achieved by other unions.

Even if negotiations are separate and synchronized, they may still be interdependent. Since the bargaining process is time-consuming and can rarely be kept fully secret, the unions will make more or less well founded guesses about each other’s claims. Thus in the 1984 bargaining round, the metal workers’ union and the public functionaries negotiated simultaneously, each of them believing (or claiming to believe) that the other demanded and was likely to get large increases. Whether or not the beliefs were true in the first place, they became self-fulfilling: both got more than they would otherwise have achieved. With separate and successive negotiations, the union who is first out knows that its result will set a trend for the later agreements. In principle, it thus has an incentive to moderate its claims: little is gained by a large increase if it triggers large increases across the board and hence high inflation that offsets the wage gains. In practice, unions do not seem to take account of these effects, probably because the rank and file will accept moderate demands only when the bargaining is centralized so that everyone can see that others are not getting more.

In addition to definite settlements, many contracts contain conditional clauses, stipulating that if event X occurs then Y will automatically also happen. The triggering event X can be a certain level of inflation, a certain level of negotiated wage increase or wage drift for workers in other unions, changes in the income tax or some more complex construction. Thus in the 1983 bargaining round, private functionaries and their employers agreed that if the wage increases obtained by other unions contributed to an inflation in excess of the government’s goal of 4 per cent, either party could call for renegotiation. In a striking display of the art of having it both ways, the functionaries also demanded and got the right to renegotiate if other workers were to get an increase in their real wage as a result of an inflation rate below 4 per cent. ‘The agreement contained protecting clauses for almost any conceivable change in the environment’. The event Y that is triggered off can be a straightforward wage increase or, as in these examples, a right to renegotiate the agreement.

Often, agreements dump problems onto the future. The conditional clauses that trigger renegotiating rather than any specific outcome are one example. A constant headache are the so-called overhangs, agreed-upon wage increases that do not take effect until after the expiration of the contract period. In the next bargaining round the parties then have to decide whether the negotiated wage increase will come on top of the overhang from the preceding period or whether the overhang will be counted as part of the increase. If the employers do not concede to a claim made by the union, the latter can save face by obtaining a promise to pursue the matter in later negotiations. When a framework for wage drift is decided centrally, the implementation is left to plant-level bargaining. The framework being a guideline rather than a set of explicit instructions, it will, in fact, not bind the local bargaining. In practice, the suggested average turns into a floor. If agreements are silent, vague or ambiguous on such points, they are so deliberately, not by accident. Ambiguity is intentionally used to achieve agreement.


The government enters multiply into the collective bargaining process. First, governments of various political persuasions have tried to achieve 'combined settlements', by offering tax rebates in return for moderate wage claims. Second, Labour governments have a special relationship with LO that, depending on circumstances, can make it easier or more difficult to impose moderation. On the one hand, there is the 'Nixon-China' effect. Only a politician with unimpeachable hard-line credentials could 'give up' Taiwan. Similarly, a socialist government that asks for moderation in the national interest is less suspect of being the extended arm of business. On the other hand, of course, the socialist party depends on the vote and support of blue-collar workers. Third, the government plays an important role as employer in the public sector. This can also affect bargaining in the private sector, if unions anticipate that unemployment caused by high wage claims will be absorbed by the public sector. Finally, the government can enter into the final stage of bargaining as mediator and arbitrator. Arbitration occurs only at the demand of the parties. In theory, the arbitrators will only try to find a compromise between the parties, and not take account of the wider economic interests of the country. In practice, the government is rarely able to pull its punches and abstain from using the arbitration mechanism to further these interests. Needless to say, this danger of role confusion is especially large in the public sector.

The political system affects bargaining in still another way, since unions often have a choice between collective bargaining and legislation to promote their claims. In the 1964 bargaining round, the union claims included, in addition to wage demands, measures concerning layoffs, dismissals and reemployment. 'The bargaining over the security measures was conducted under the threat that LO might turn to legislative measures. This might give a less favourable solution, and also reduce the value of these issues as bargaining chips in the wage negotiations'. The value of this threat depends, obviously, on the cost to LO of using its political clout. In principle, the 'Swedish model' is defined by a hands-off attitude of the political authorities. Labour and capital are supposed to solve their problems without interference by the state. In practice, the close links between LO and the Social Democratic governments have ensured unions a privileged access to the political arena. Nevertheless, even socialist politicians are reluctant to be seen as too closely linked with the unions; also, they do not want to be responsible for excessively costly measures. Two years later, SAF decided to call LO's bluff in a similar situation, when LO demanded better conditions for sickness pay and added that a proposal for legislation had already been written up. SAF assessed, however, that politicians might be less than enthusiastic over the reform, which promised to be quite costly.

The final element in this thumb-nail description of the Swedish system concerns the offensive and defensive weapons at the disposal of the parties. On the offensive side, the threat of legislation has just been mentioned. The key offensive weapons, however, are strikes and lock-outs. Strikes are not legal in local bargaining, nor, as a rule, in the sectoral negotiations that implement central agreements. Other things being equal, each party naturally prefers to use its weapons in a way that hurts the other party maximally and itself as little as possible. The refusal to work overtime, for instance, hurts workers relatively little but is often very damaging to firms. When unions in the public sector pick a subset of workers to strike, they choose strategically important groups such as doctors or customs officers. When public-sector employers declare lock-out, they often choose teachers as the target, presumably because the short-term damage caused by the closing of schools is deemed small. In fact, the state can even benefit, through lower wage payments. On the defensive side, the strike funds of both parties are an important determinant of bargaining power, as is membership size on the union side. Strike funds determine the credibility of threats, while the size of the membership determines their effectiveness. A brief summary of the LO-SAF negotiations over the past thirty years is presented in Table 4.1.

Labour—capital bargaining

The topic of this section is bargaining between organized labour and organized capital and the problems of collective action that arise out of such

---

22 Contrary to a claim that is sometimes made, the government does not use welfare policy as a carrot for the unions. There may be an overall correlation between wage moderation and a highly developed welfare state, but the causal mechanism is not that of a simple quid pro quo.


26 Elvander (1988), ch. 1, and passim.

27 The discussion of 'normative' weapons is postponed until Chapter 6.

28 From Calmfors and Forslund (1988). A similar, more detailed survey of Norwegian collective bargaining from 1961 through 1986 is found in Norges Offentlige Utredninger (1988), pp. 182–201. The Norwegian and Swedish collective bargaining systems, while similar in most respects, also differ in some features. The role of compulsory arbitration is, for instance, much greater in Norway. A comparative study of the two systems might yield valuable insights into which institutional features affect the outcome of bargaining (and how they do so).
Claus Offe and Helmut Wiesenthal argue that there is an asymmetry between workers and capitalists in their ability to organize, partly because of the difference in their goals and partly because of the difference in their abilities. On both counts, workers are at a disadvantage. Hence, they conclude, successful collective action by the working class requires a paradoxical bootstrapping act, to be described in a moment.

First, let us look at the alleged asymmetries. On the one hand, Offe and Wiesenthal argue, the collective action problem facing workers is much more difficult to solve than that facing firms. The latter have essentially one interest — profit — while the former have to agree on a trade-off between wages, working conditions and other interests. In the light of the empirical findings discussed later, this claim is dubious. The heterogeneity of firms and industries as an obstacle to collective action seems equally serious as the plurality of workers’ needs. 29

On the other hand, Offe and Wiesenthal claim that in the struggle between capital and labour, capital has an edge because of the weapons at its disposal. In particular, ‘by introducing (labour-saving) technical change, capital can release itself partially from its dependence upon the supply of labour, thereby depressing the wage rate’. 30 It is not clear whether this argument is supposed to apply to the individual firm or to an association of firms; in any case, it is invalid on both readings. At the level of the enterprise, we saw in Chapter 2 that the firm is made more vulnerable, not less, by the introduction of labour-saving machinery. At the level of the association, we run into a free-rider problem: while it may be good for all firms if all bias their search for new techniques in a labour-saving direction, no individual firm has an interest in doing so. 31

Be this as it may, Offe and Wiesenthal argue that workers, because of their disadvantaged position, have no hope of winning within the rules of the game. To achieve their goals, they must transcend the game. They must employ a form of collective strategy of conflict which not only aggregates the individual resources of the members of the association in order to meet the common interests of these individuals, but which also overcomes the individuality of those resources and interests as well as the

---

Workers might also, of course, differ in the ways they trade off needs against one another. Wages might be more important for one worker, job satisfaction for another. In that sense, workers face a twofold coordination problem, whereas capitalists face only one. I still believe firms have the more serious problem, because of the much greater magnitude of the free-rider gains that can be made by a defecting firm.

obstacles to effective organization by defining a collective identity on the basis of which the chance to change existing power relations is no longer exclusively determined by those power relations themselves. That is to say that those in the inferior power position can increase their potential for change only by overcoming the comparatively higher costs of collective action by changing the standards according to which these costs are subjectively estimated within their own collectivity. . . . workers' organizations in capitalist systems always find themselves forced to rely upon nonutilitarian forms of collective actions, which are based on the redefinition of collective organizations — even if the organization does not have any intention of serving anything but the members' individual utilitarian interests, for example, higher wages . . . [The] working class . . . is, so to speak, in constant search for those modes of collective action that allow for a more 'reliable', less distorted conception of interest.32

The 'paradox that interests can only be met to the extent that they are partly redefined'33 would not really be a paradox were it simply stated as a sufficient condition. It can happen that as a result of changed preferences an individual or a group undertakes actions that satisfy the earlier preferences to a greater extent than actions taken on the basis of those earlier preferences themselves. Unless the change of preferences is the result of a highly improbable process of planned self-transformation or a slightly less improbable process of reinforcement,34 this would just be an accident of no larger significance. It is neither likely nor desirable that it should occur. In general, this is also true if the change of preferences is a necessary condition for realizing the earlier desires. In the special case in which the old preferences are retained along with the new ones, the change may, in fact, be desirable, but is still not likely to occur. This is the case discussed by Offe and Wiesenthal. If workers, retaining their utilitarian interests in higher wages, develop a collective identity that also includes an interest in solidarity and discipline, their utilitarian interests are more likely to be satisfied. My claim is that contrary to what they argue, this fact does not set up any pressure towards or 'search for' this collective identity. In any case, I remain sceptical about the explanatory value of the concept of collective identity.

Assuming that both sides of the conflict are organized, what are their goals? Private employers strive to maximize profits or, more generally, the discounted present value of expected future earnings. From this basic fact we may deduce secondary objectives, such as the desire to pay low wages unless high wages are necessary to attract or retain skilled workers. The objectives of public employers are more difficult to ascertain. In theory, their goal is to carry out political decisions as efficiently as possible. In practice, public agencies have interests of their own, such as maximizing the number of employees.35 They may prefer to hire many functionaries at lower wages, even when it would be more efficient to hire a smaller number of skilled specialists at higher wages.

The objective function of labour unions is a much-disputed matter. As mentioned in Chapter 2, if layoffs occur by seniority and union policy is decided by majority voting, the union will be interested only in wages and not care about employment.36 If layoffs occur randomly and workers decide by majority voting, the union will take account of employment as well as of wages. The objective function in this case is expected income of the workers, that is, a weighted sum of wages and unemployment benefits, the weights being the probabilities of retaining the job or losing it. If unions are run dictatorially and leaders want to maximize union income (perhaps because they retain a fixed percentage for themselves), their goal will also be a function of wages and employment, but not the same function as in the previous case. If unions are run dictatorially and leaders want to maximize their following, they will care only about employment and not about wages. Finally, the union demands may be modelled as the outcome of bargaining between union leaders and members.37 I will not take a stand on this issue, but indicate how various assumptions about union goals suggest different kinds of collective action problems.

The interest in wages can be further differentiated. First, workers have an interest in future as well as in present wages. More precisely, they seek to maximize the present value of a future wage stream. Next, workers have an interest both in nominal and in real wages. Here I limit myself to real
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32 Offe and Wiesenthal (1980), pp. 78–9, 96.
33 Ibid., p. 79.
34 As in Cohen and Axelrod (1984).
35 This can also be a political goal, if the public sector is supposed to absorb unemployment.
36 This will not be true if there is a serious chance that more than half the work force will be laid off, as could happen if the union successfully makes confiscatory wage demands so that the firm has to close down. But the union is not likely to make such claims; nor, if made, are they likely to be granted.
37 Pemberton (1988).
wages, postponing a discussion of nominal wages until Chapter 6. Moreover, they have an interest in relative as well as absolute wages. The discussion here is restricted to absolute wages, relative wages being also postponed until Chapter 6. Finally, workers have an interest in before-tax as well as after-tax wages. Impressionistic evidence suggests that in Swedish collective bargaining, workers maximize some function (perhaps a weighted sum) of relative and absolute wages in the next contract period, with wages measured in terms of after-tax purchasing power. As before, I need not take a stand on the issue, since I limit myself to pointing out the collective action problems that can arise on various assumptions.

Two-party bargaining can lead to collective action problems when both parties try to influence the bargaining situation to their advantage, by precommitment to certain demands or by investments in their inside options. In Chapter 2 I argued that when both parties invest in bargaining power to increase their share of the total, the latter may shrink so much that both get less than what they would have received under 'naive' bargaining. Here I shall discuss inefficiencies generated by precommitment.

Consider first a problem of bargaining under certainty, illustrated in Fig. 4.2, and assume that the Nash solution will be implemented. The set of feasible outcomes is the area spanned by (0, 7), (4, 6), (6, 4) and (7, 0). The disagreement point is (0, 0). By symmetry and Pareto optimality, the solution must be at A, that is, (5, 5). Assume now that player I has somehow precommitted himself in a way that eliminates the option (4, 6).38 Within the smaller feasible set, spanned by (0, 7), (6, 4) and (7, 0), the Nash solution will now be (6, 4). Conversely, if player II eliminates (6, 4), the solution will be (4, 6). Clearly, each player has an incentive to carry out the respective eliminations, assuming that the other does not do so. If both of them do so, however, the outcome will be at C, that is, (3.5, 3.5) - which is worse for both than the original outcome (5, 5). This noncooperative game, in which each player has the choice between 'precommit' and 'not precommit', has the form of 'Chicken'. It pays each player to precommit if and only if the other does not. If both of them do so, however, the outcome will be at C, that is, (3.5, 3.5) - which is worse for both than the original outcome (5, 5). This noncooperative game, in which each player has the choice between 'precommit' and 'not precommit', has the form of 'Chicken'. It pays each player to precommit if and only if the other does not. If we change (0, 7) and (7, 0) to (0, 9) and (9, 0), respectively, a party that achieves unilateral precommitment gets 5.4 and the other 4.5. The result of mutual precommitment is now B(4.5, 4.5). If II precommits, I obtains the same utility (4.5) by precommitting and by not precommitting. If II does not precommit, I's utility by precommitting is 5.4 and by not precommitting 5. As a (weakly) dominant strategy precommitment will be chosen, yet the outcome is worse for both if both precommit than if neither does. This game of precommitment, in other words, is (almost) a Prisoner's Dilemma.

Vince Crawford has constructed a model of bargaining under uncertainty in which precommitment also is the dominant strategy in a Prisoner's Dilemma.39 The rules of the game are as follows. If neither precommits himself, a Pareto-optimal compromise is achieved; if one party precommits himself, he gets what he demands; if both precommit themselves and their claims are compatible, they get at least what they asked for; if they precommit themselves to incompatible claims, they get the disagreement outcome. The bargainers have two choices: whether or not to precommit themselves and, if they do precommit themselves, whether or not to back down. More specifically:

bargaining is viewed as a two-stage process, in which bargainers are perfectly informed about everything except their costs of backing down.

38 He may have achieved this by laying his reputation on the line, as explained in Chapter 2, or by burning his bridges in one of the other ways discussed by Schelling (1963).

39 Crawford (1982). He asserts that with precommitments under certainty, 'questions of timing take on primary importance', implying that the game of precommitment then has the form of Chicken. The example in the text shows that this is not always the case.
In the first stage, bargainers simultaneously decide whether or not to attempt commitment. An attempt, if one is made, consists of the announcement of a demand (in utility terms) and a draw from a probability distribution, whose realization is the cost (again in utility terms) that must be borne if the bargainer in question later decides to accept anything less than his demand. In the second stage, each bargainer learns his own, but not his opponent's, costs of backing down (the outcome of his draw); whether or not his opponent attempted commitment, and what demand, if any, he made. He then decides, taking into account this information, whether or not to retreat from his demand. . . . The second-stage part of his strategy takes the form of a rule that relates his action to the situation in which he finds himself.\footnote{Ibid., pp. 127–8.}

Crawford shows that 'the Nash equilibrium of the commitment game has the usual property of the noncooperative equilibria of the Prisoner's Dilemma games – in spite of its clear individual rationality, it leads to an outcome that is collectively "irrational" because the positive probability of impasse that results implies that its distribution of outcomes is not ex ante Pareto-efficient'.\footnote{Ibid., p. 143. The result is proved under two sets of assumptions. He first assumes that the parties know the distribution from which the draw is taken. Since he recognizes the fragility of this assumption (see Chapter 2), he later replaces it with the assumption that the parties use rough expectational heuristics.} When the bargaining parties agree to negotiate privately rather than make their claims public, this can be understood as a move to prevent such mutually disastrous attempts to precommit themselves. Since the promise cannot be made binding, however, defections often occur. If the bargainers expect to meet again and gain in the future, long-term self-interest may make them stick to the agreement, in a 'Tit-for-Tat' equilibrium. But since collective wage bargaining lacks a constitution, so that one never knows who will bargain with whom in the future, self-interest dictates a shorter time horizon.

Inefficiencies can also arise in the actual bargaining itself, without uncertainty or precommitment. W. Leontief showed in 1946 that labour–capital bargaining may yield outcomes that are worse for both parties than some other feasible result.\footnote{Leontief (1946).}

In Fig. 4.3 we assume that the wage $w$ is set first and that the firm then sets employment $L$ unilaterally so as to maximize profits. Then $L(w)$ shows the combinations of wages and employment that may arise. The union is supposed to care about both wages and employment, as indicated by the shape of the indifference curves. If the union has the power to set the wage unilaterally, the outcome will be at $A$. $C$ is the outcome that will be reached under perfect competition, with no union power. Here the wage is set by the labour market, and the firm simply adjusts to it. With genuine wage bargaining the outcome will be some point $B$ between these extremes. The union would prefer any point above the indifference curve passing through $B$. Similarly, the firm would prefer any point below the iso-profit curve passing through $B$.\footnote{To see that iso-profit curves must have this shape, it is sufficient to observe that by definition their maximum must lie on $L(w)$.} As shown in Fig. 4.3, the points in the hatched area are preferable to both the union and the firm, compared with the outcome $B$ that will be reached through collective bargaining. The reason for the inefficiency is that if the workers agreed on a wage corresponding to a wage–employment combination in this hatched area, the firm would have no incentive to stick to the agreement which, by construction, does not maximize profits. If wages are set by bargaining before the firm unilaterally set employment, and if the firm has no means of credibly committing itself to a nonoptimal level of employment, inefficient bargains will be struck.
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\section*{Capital–capital bargaining}

Firms in an industry or members of an employers' association have an interest in a common policy towards consumers or workers. By agreeing
on a common price or a common wage they can do better for themselves than they would if they competed for customers or workers. Because firms and industries tend to be heterogeneous in a number of respects, this collective action problem typically requires extensive bargaining over the distribution of costs and benefits. Inability to agree on this distribution is usually a much bigger problem for cartel stability than is the more frequently discussed free-rider problem.

The coordination problems of cartels are well known. Oil companies and later the OPEC countries have had formidable difficulties in maintaining a common policy. The international oil companies used a double system. On the one hand, they allocated market shares proportionally to sales in a given reference year (the ‘As Is’ rule). On the other hand, c.i.f. prices were set equal to the price posted in the Mexican gulf plus what it would cost to transport the oil from the gulf, regardless of its actual origin (the ‘Gulf Plus’ rule). The system worked reasonably well, partly because the major companies were prepared (up to a point) to bear some costs of free riding and partly because some consumer countries had an interest in high oil prices, ‘to protect nuclear power, coal, natural gas and high-cost oil firms’.

The OPEC countries did reasonably well as long as the major companies were prepared (up to a point) to bear some costs of free riding and partly because some consumer countries had an interest in high oil prices, ‘to protect nuclear power, coal, natural gas and high-cost oil firms’. The OPEC countries did reasonably well as long as they delegated the actual extraction to private companies. By stipulating a posted price for oil and taxing the companies 50 percent of that price, they created a range ‘below which individual oil companies would spontaneously begin to curtail production rather than sell at lower prices’. When the OPEC countries went into production and sale for themselves, the cartel did not hold. The first production quotas were set in 1980, but in general were not respected.

The oil cartels illustrate the ‘exploitation of the great by the small’. In a heterogeneous group, some actors may be large enough to provide a public good single-handedly, without any contribution from others, who may then take a free ride. However, large firms can force small firms to cooperate, by underselling them or by pressuring their banks, customers and suppliers. On balance, the large are more powerful than the small. They can afford to wait it out and are often better able to survive without cooperation. Sometimes there are several actors each of whom would pro-

44 The following draws on Moran (1987).
45 As observed by Müllensiefen (1963), the allocation of quotas must use verifiable quantities like sales, not verifiable ones like capacities. However, the use of sales to set quotas will, if anticipated, create an incentive to expand sales wastefully just before cartelization.
48 Olson (1965), p. 29.

vide the good single-handedly were he sure that the others would not. Each of two large firms in an industry could be willing to invest in nonpatentable basic research, yet abstain in the hope that the other will do it. Although a game of Chicken rather than a Prisoner’s Dilemma, it is a collective action problem in the sense that it is better for both if one of them invests than if neither does. Bargaining over side payments may or may not ensure agreement, depending on the ploys of misrepresentation and precommitment utilized by the parties.

In the oil industry, the ‘As Is’ rule provided a stable focal point for agreement. In a rapidly changing environment, the past may not help the parties coordinate in the present. Members of the American railroad cartels in the late nineteenth century had ‘great difficulty in determining what each considered an equitable allocation of either freight or revenue. In time of rapidly growing traffic, percentage shares agreed upon at the start of the year were outmoded by the end of the year. The more efficient roads, like the Pennsylvania, which increased their share of the traffic actually carried, resented having to pay large sums into the pool at the end of each accounting period’. Because of the cartel instability, the railroads sought to become self-sufficient, by expanding their network of lines instead of having to cooperate with other roads. This ‘system building proved costly to individual roads and to some extent to the national economy as well. The great growth of the individual enterprises often led to a redundancy of facilities’. In Chicken-like situations, the result may be oversupply as well as undersupply of public goods.

John Bowman’s work on cartelization and unionization in the bituminous coal industry in the United States is a study of heterogeneity. Coal is produced and transported under widely differing conditions, inducing very different cost structures. The need of different mines for cooperation varies correspondingly, as shown by the Schelling diagrams illustrated in Fig. 4.4. The diagrams show the profit of a low-cost firm (A), a medium-cost firm (B) and a high-cost firm (C) as a function of the firm’s choice to cooperate or not to cooperate and of the number of other cooperators. The horizontal line represents zero profits, so that firms below that line are in danger of bankruptcy. Low-cost firms can survive under full competition; medium-cost firms can survive with some cooperation; and high-cost firms can survive only by free riding. High-cost and medium-cost firms have a

50 Ibid., p. 147.
51 Bowman (1989).
strong incentive to create a cartel. They are, however, in a very weak bargaining position since, unlike low-cost firms, they need the cartel strongly. Low-cost firms can impose a quota allocation or a price structure that just allows medium-cost and high-cost firms to survive, since they can say, credibly, 'Take it or leave it'. As we saw in Chapter 2, this 'Matthew effect' obtains quite generally.

Bowman shows that the coal operators around the turn of the century invented a particularly ingenious strategy to maintain their cartel. The main noncooperative strategy in the coal industry was wage and price cutting. There were other ways of cutting costs, but reducing wages was the most effective method. To stop the price cutting, a collective wage agreement with the unions was essential. 'The joint conference of 1898 between the mine workers and operators from Ohio, Pennsylvania, Illinois, and Indiana ... established the union-enforced organization of the coal industry which endured with greater or less success for the next twenty-five years'\(^{52}\). Side payment to high-cost operators took the form of a differentiated wage scale. Not surprisingly, this turned out to be the Achilles heel of the system. 'The system of differentials that was supposed to preserve "competitive equality" operated in an extremely haphazard way that was a function more of the relative strength of different groups of miners and operators than of any rational calculations of relative production costs. . . . The competition among operators which had formerly been carried out through unilateral wage reductions was now carried out in the arena of wage negotiations.'\(^{53}\)

The history of the Swedish employers' association (SAF)\(^{54}\) similarly shows that employers in the member industries were far from united in their struggle with the workers. Usually, the problem was heterogeneity or selectivity rather than the simple free-rider temptation, as will be shown by some examples.

In the early years of the association, the textile industries thought it unfair that they should pay as much as others to the common strike funds, given the low strike proneness of textile workers. For the years 1911–26, their association had paid 5 362 000 kronor to the strike funds of the central association, whereas they had received only 275 000 kronor in strike compensation. A solution was found that allowed the textile manufacturers to remain in SAF. In 1932, the association had severe difficulties in forming a sympathy lock-out in support of the paper industries, which were engaged in protracted industrial conflict. Before the effort finally succeeded, many firms in the paper industries had given notice that they would be leaving SAF. That there were even greater problems in the following year suggests that concerted employer action may be especially difficult in recessions and depressions, when every penny counts and contributions to the common good are more likely to be seen as sacrifices. 'The strong, centralized Swedish employers' association had, because of internal differences of opinion, failed to exploit one of the deepest depressions of the century to achieve a general reduction in wages'.\(^{55}\) A more recent example of strong internal division on the employers' side occurred in 1962, when there was a regular revolt by a 'camarilla' of strong member associations, mainly in the export industries, who accused the leadership of being soft on the demands of the workers. Yet the camarilla itself had internal fissures that were cleverly exploited by the SAF leadership, who eventually came out on top. More recently, the cement of the employers' common interests proved too weak to keep the engineering industries from breaking out in 1983.

Selectivity, that is, the realization of an internal optimum to the collective action problem, has also proved to be a difficulty. Sometimes, SAF would have preferred limited forms of industrial action – for example, to
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single out a few industries for partial lock-out rather than branding the weapon of total conflict. Yet for reasons of internal cohesion these selective tactics were unfeasible: it had to be ‘all or none’. Although SAF might try to justify selective tactics by offering side payments or by arguing that industries must take turns in bearing the brunt of conflict, the disruption wrought by work stoppage is potentially so profound, intangible and incalculable as to make an agreement on fair terms impossible.

Labour–labour bargaining

In this section I consider the problems of collective action that arise from decentralized bargaining in which many unions negotiate separately with many employers’ associations. Consider first the problem of plant-level union formation as a collective action problem across (as opposed to within) groups of workers. Because of an ‘implied threat effect’, nonunionized firms have an incentive to invest in keeping their workers from organizing. If the wage level below which unorganized workers would unionize is $a$, the level in unionized firms is $b$ and union member dues amount to $c$, then it is in the firm’s interest to pay them $a$. If $c > b - a$, unorganized workers are actually better off than their organized counterparts. If $c < b - a$, as is usually the case, why would not the nonunionized workers organize themselves? In addition to the usual free-rider problem, the answer lies in the high start-up costs of union formation. Needless to say, management tries to make these costs as high as possible. The obstacles to union formation include not only free riding within the group, but also the possibility of free riding on other unions and deliberate obstruction by the management.

Consider next the collective action problems created by decentralized unions in a fully unionized economy. I shall discuss eight problems of this kind. First, there is the collective action problem created by the relative-wage component in the wage demands. I return to this issue in Chapter 6.

Second, there is the problem created by unions raiding each other for members. In countries with a high degree of unionization, competition for members is constant sum. For the unions taken as a whole, there is no net gain, while the losses may be considerable. In Sweden, a municipal union actually used the strike weapon to prevent the loss of members to another LO union following a reorganization. In theory, unions resorting to such tactics can be expelled. In this case, the internal bargaining power of the municipal workers, who have 28 per cent of the LO members, prevented this from happening.

Third, decentralized unions invite divide-and-rule tactics. When the employers can ally themselves now with one union, now with another, they can do better for themselves not only compared with centralized bargaining but also compared with decentralized bargaining without alliance formation. The scope for such tactics depends on the partitioning of the workers into unions. If competing unions organize the workers in a given industry, as in the relation between the French CFDT and CGT, firms can gain by playing one union off against another. When capital is indispensable but neither group of workers is, divide and rule works well. When each group of organized workers is indispensable, as in the relation between blue-collar and white-collar unions, the situation is more fluid.

The remaining five problems arise out of externalities. The outcome of bargaining in one sector or firm may have a negative impact on workers in other sectors and firms, through the effect on prices, employment, investment, public goods and trade. Central bargaining, which internalizes these effects, can then make all workers better off. I shall focus on externalities of sectoral bargaining, but first comment briefly on plant-level bargaining. It is widely believed that wage drift created by local bargaining aggravates inflation (and unemployment), thus making everybody worse off than they would have been had all shown moderation. It is not clear, however, that this has to be the case. ‘To the extent that wage drift is anticipated by central negotiators, it may be just one institutional form for centrally determined wage increases’. In one model that incorporates this idea, bargaining takes place in three stages. First, the central labour union sets the tariff wage unilaterally. Next, firms set employment levels. Finally, firms and local unions bargain over the wage drift. The outcome is derived by working backwards in the chain. Firms set employment levels, anticipating the outcome of wage bargaining. The central union sets the tariff

---

56 Ibid., pp. 127, 328–9, 377.
57 For a discussion of this threat effect see Oswald (1981).
58 See also Elster (1985d), sec. 7.1.4, for a closely related analysis of how landowners might act strategically to induce capitalist nonorganization.
59 Freeman and Medoff (1984), ch. 15.

60 Shapley and Shubik (1967).
61 Schwerin (1980, 1982).
64 This part of the model builds on Moene (1988), presented in Chapter 2 of the present volume.
wage, anticipating the effect on employment and wages. Under the assumptions of the model, employment is always higher under a mixed regime with central and local bargaining than in a system with central bargaining only. Wages may or may not be higher. ‘This is in sharp contrast to the usual argument that bargaining on two levels increases wages and reduces employment’.  

Most models that allow us to compare sectoral and central bargaining assume (mainly, I suspect, for reasons of mathematical convenience) that unions set wages unilaterally, anticipating the effect on employment.  

Strictly speaking, therefore, these are not models of bargaining, but of union monopoly power. It is hard to tell which, if any, of the results surveyed here would survive in an explicit (cooperative or noncooperative) model of bargaining. This being said, I proceed to a brief review of externalities generated by sectoral bargaining with unions as wage setters.  

Consider first the effect of decentralized bargaining on prices and employment. Assuming that union utility is a function of nominal wages, the price level and employment, what happens when unions negotiate separately over nominal wages? A wage increase for a union in sector A affects its members in three ways. First, other things being equal, it amounts to an increase in purchasing power. Second, however, to the extent that wage increases are passed along to consumers in the form of higher costs and union members are among the consumers of their own products, their purchasing power will be somewhat reduced by the wage increase. Third, higher wages will somewhat reduce the demand for their labour and hence the level of employment. Taking account of all three effects, unions choose the wage level that maximizes their utility. In general, they accept hurting themselves somewhat qua consumers and seekers of employment in return for higher wages.  

In addition, the union affects the welfare of other unions, in two ways. First, members of other unions suffer qua consumers of the products of sector A. Call this the price effect. Second, higher wages for workers in A may affect the demand for other workers. Call this the employment effect. If labour of type A and type B are complements, an increase in A’s wage rate that reduces the demand for A labour will also reduce the demand for B labour. Blue-collar work and white-collar work, for instance, tend to be complements. When these groups bargain separately, as they do in Sweden, both end up with lower employment and higher wages than under the optimal arrangement that could have been achieved by central bargaining. They are made worse off by the price effect and by the employment effect. If, however, A and B types of labour are substitutes, an increase in A’s wage will shift the demand curve for B’s labour to the right. B workers will take the increase in demand partly in higher wages, partly in higher employment. The employment effect, in this case, is indeterminate. The price effect remains negative, of course. The net outcome of the price and employment effects may be quite small, however, if the two types of labour are substitutes for each other.  

If unions are monopoly wage setters, they should prefer centralized to decentralized bargaining, since any wage profile that would result from decentralized bargaining can also be imposed by central bargaining. While true as a statement about the utility of the unions, this may be false as a statement about the utility of the workers or the welfare of taxpayers. If unions care only about wages, they have no incentive to take account of the impact of their wage claims on employment. And even if they care about employment, they have no incentive to take full account of the fact that unemployment benefits and retraining programs are funded out of payroll taxes or, more generally, of the fact that unemployment means loss of production and ultimately less to share. If, therefore, decentralized bargaining leads to higher employment than would be observed under central bargaining, the former may be socially preferable in this respect. In other respects, of course, decentralized bargaining may have bad effects that more than offset this advantage, when it exists.  

Decentralized bargaining also creates externalities for investment. Assuming that workers care about future as well as present income, the working class as a whole has an interest in moderating its wage claims so as to create room for investment by firms. The workers in any particular union, however, have a much weaker incentive to moderate its claims when bargaining separately with the employers. The ‘firms’ investment decisions depend partly on workers outside the union, perhaps because firms employ members of multiple unions or because the cost of inputs depends on wages paid to other unions in other industries’. In addition, the wage benefits

66 An exception is Höglund (1987), who presents a stylized model in which an employer is simultaneously engaged in Chicken games with two unions, which as a result find themselves placed in a Prisoner’s Dilemma with respect to each other.
67 The following draws upon Hersoug (1984), Calmfors (1986) and Oswald (1979).
from investment will not wholly accrue to the current workers in the firm, since employment must also be expected to expand. Thus, existing employees must sacrifice some share of pie today in order to make a bigger pie tomorrow — but then there will be a proportionately larger number of colleagues wanting to share it.\textsuperscript{69} Since future union members have no vote, their wage and employment interest will not be part of the union’s utility function. For these two investment-related reasons, the long-term interests of the worker collective as a whole are best served with central bargaining.\textsuperscript{70}

A further collective action problem arises when unions maximize after-tax rather than before-tax income. Union members, needless to say, benefit from the public goods and welfare policies that are financed by taxation. Yet members of any individual union receive only a small portion of the benefits financed by the taxes they pay. A central union, by contrast, would be in a better position to make a rational trade-off between its members’ desires for private and public goods. Even a centralized union would not, however, internalize all the benefits financed by the taxes paid by its members. Since the benefits are diffused throughout the population at large, including people who have left the labour market or have not entered it, central unions will not ensure an optimal provision of public goods.

Decentralized bargaining tends to create tighter vertical bonds between employers and workers in a given industry at the expense of horizontal bonds among workers in different industries. As a result, protectionism that is contrary to the general interest may be pushed through.\textsuperscript{71} Unions and firms in industries that produce for the home market and do not depend on imported inputs have a common interest in protectionism. If they successfully lobby for tariffs, there is a risk that other countries may retaliate, thus hurting unions and firms in other industries that depend on exporting their products or importing inputs. Ultimately this will also affect workers in the protected industries, but not necessarily so much that they would have abstained from lobbying if they had anticipated the chain reaction it would trigger. Although not a Prisoner’s Dilemma, it is a collective action problem in a loose sense of the term: it is better for almost everybody if no unions lobby for protectionism. A centralized union would not support policies that would harm a majority of the members.

As the last example shows, coordinating union policy is not simply a matter of making everyone better off. Sometimes there will be losers from centralization and coordination. More important, even when everybody can be made better off it remains to agree on one particular agreement. The task of coordinating separate bargaining processes is itself a bargaining problem. Consider the problem facing a central union that is about to set a wage profile for its members. An obvious possibility is to choose a profile that preserves the relative wages that would have been obtained by decentralized bargaining. Under reasonable conditions, everybody can be made better off by a coordinated profile that respects wage differentials.\textsuperscript{72} But workers in low-wage industries will protest. They will argue that a coordinated wage policy must do two things. In addition to eliminating externalities it must create a more egalitarian wage structure. But now workers in high-wage industries will protest, since under the more egalitarian structure they may not do much better than they would in a decentralized system. Clearly, the outcome will depend on the strength of the norm of equality invoked by the low-income groups. I return to that issue in Chapter 6.

In the preceding paragraph I focused on heterogeneity as the source of labour–labour bargaining problems. If all unions were identical, determining the wage profile in centralized bargaining would seem easy. The central leadership would simply choose the wage rate that would maximize the objective function of all unions. This statement presupposes, implausibly, that the central union has dictatorial powers to prevent free riding. There is, however, an alternative way of looking at the process. We might view the unions as fully independent actors who are able to cooperate on wage moderation because they perceive themselves as being engaged in an iterated noncooperative game of yearly wage bargaining. In that case, moderation might be sustained by the trigger strategy discussed in Chapter 1: make moderate demands if and only if all other unions made moderate demands in the previous bargaining round. It can be shown that ‘the wage level which maximizes the payoff to the cooperating unions may not be sustainable as a non-cooperative equilibrium’ but that ‘a less moderate agreement (with a higher wage level) may nevertheless be sustainable’.\textsuperscript{73}

\textsuperscript{69} Aoki (1984), p. 69.
\textsuperscript{70} Lancaster (1973), argued, however, that even when capital and labour confront each other as unified actors, the equilibrium time profile of wages and investment may be such that both parties are worse off than if they had coordinated their policies.
\textsuperscript{71} The following draws on Wallerstein (1985).
\textsuperscript{72} Hersoug (1984).
\textsuperscript{73} Holden and Raaum (1988).
Truly centralized bargaining with dictatorial leaders acting on behalf of the unions will lead to lower wages and higher welfare than the implicit mode of centralization that requires moderation to be sustainable as a trigger strategy in iterated bargaining. Implicit centralization will, in turn, induce lower wages and higher welfare than fully decentralized bargaining.

I do not know whether similar results could be proved for the more realistic case in which unions are heterogeneous and moved by norms of fair distribution in addition to pure self-interest. Yet the general point is well taken. If we look at the actual process of centralized bargaining, it is obvious that LO leaders have far from dictatorial powers. When bargaining with the employers, they have to consult with their member unions up to the last minute, since without their consent coordination may break down and decentralized bargaining take its place. The cement of centralization may well include, as one ingredient, long-term reasoning based on the self-interest of individual unions.

Up to this point I have referred to capital and labour as the only agents in the bargaining process. The government may also, however, be an explicit or implicit player in the game. As an explicit participant, government can play the benign role of offering tax rebates that substitute for wage increases without undermining employment and price stability. It has been argued that interventions by the government as an implicit player in collective bargaining have more harmful consequences. If unions anticipate that the government will act as a ‘current-problem solver’ rather than as a ‘standing-rule maker’, they will take less account of the unemployment problems created by high wage claims. The government, after all, is there to clean up the mess, by creating new employment in the public sector or by subsidizing firms that cannot afford to pay the high wages. The long-term outcome may, however, be that there are more messes to clean up, that is, higher levels of unemployment than there would have been had the government adopted a nonaccommodating policy. ‘The reason such policies are suboptimal is not due to myopia. The effect of this decision upon the entire future is taken into consideration. Rather, the suboptimality arises because there is no mechanism to induce future policymakers to take into consideration the effect of their policy, via the expectation mechanism, upon current decisions of agents’.  

By contrast, a quasi-constitutional clause to contain the expansion of the public sector and subsidies to ailing firms would yield an intertemporally optimal outcome. The snag is that ‘to achieve credibility for a non-accommodation policy, it may . . . be necessary to accept a transitory period of high unemployment in order to show the labor market organizations that the government is determined to stick to its declared intentions. Such a policy could be regarded as an investment in reputation in order to affect the future behavior of trade unions’. In a complex democratic society, this kind of toughness is neither likely nor desirable. It is unlikely because governments care about reelection, not only about stabilization; indeed, they have to be reelected in order to carry out long-term stabilization. But they may not be reelected if they impose severe hardships on the citizens. In any case, standing tough would not be a good policy even if it could be credibly imposed, because of its highly uncertain efficacy. Macroeconomic theory is too undeveloped to justify large-scale, long-term experiments with reputation building that, in the end, might prove totally pointless or worse.

77 Elster (1989a), ch. 4, develops this point at greater length.
5. Collective action and social norms

Introduction

Writers on collective action take stands that vary from the paradoxical or heroic to the trivial. The paradoxical line is illustrated by the bootstrapping argument of Offe and Wiesenthal, discussed in the preceding chapter. The heroic line is taken by those who stipulate that no explanation of successful collective action should ever appeal to more than rational prudence, with the summit of heroism being reached by those who argue that cooperation can be selfishly rational even in a one-shot Prisoner’s Dilemma. Although these writers may not really believe that all successful collective action can be thus explained, they fear that a broader concept of motivation would rob the theory of any explanatory power. This fear is amply justified by the arguments that explain collective action by assuming that the participants must be moved by a norm of cooperation or by a propensity to behave irrationally. This line of reasoning, reminiscent of the dormitive virtue of opium, is indeed utterly trivial, unless the specific norm of cooperation or the specific type of irrationality is defined in a way that is independently meaningful. This is the task of the present chapter.

I shall not assume that there is a norm of cooperation, whose presence and operation can be ascertained by the fact that cooperation takes place. Rather I believe that there exist several distinct norms that may, but need not, induce people to cooperate. These include moral norms, derived from utilitarianism, and the social norms of fairness and everyday Kantianism. Similarly, we can identify a specific type of irrationality — I shall refer to it as magical thinking — that plays an important role in many decisions to cooperate. I do not believe many cases of successful collective action can be explained by stipulating selfish rationality alone, be it outcome-oriented or process-oriented. But I would not argue that selfish motivations play no role in overcoming the free-rider problem. When one is confronted with successful collective action, the task is to identify the precise mix of motivations — selfish and normative, rational and irrational — that produced it. Motivations that taken separately would not get collective action off the ground may interact, snowball and build upon each other so that the whole exceeds the sum of its parts.

Norms of cooperation

In Chapter 1, I discussed outcome-oriented norms of cooperation, of the utilitarian or altruist kind. Here I discuss the nonconsequentialist norms of fairness and everyday Kantianism, in that order. The latter norm is considered together with its psychological foundations in what I call magical thinking. I will not inquire into the psychological foundations of the norm of fairness, a task that must be postponed until the analysis of equality and envy in the next two chapters.

The norm of fairness tells an individual to cooperate if and only everybody else, or at least a substantial number of others, cooperate. Although all members of a group may share this norm, they may have different thresholds of cooperation. For some people, the norm takes effect with a relatively small number of other cooperators. Others may require nearly universal cooperation before they join. Among the other cooperators whose presence triggers the norm of fairness for a given person, some may themselves be motivated by the same norm, with, however, a smaller number of other cooperators required. Among the latter, some may also be motivated by the norm of fairness, but as we descend the chain we shall eventually meet some people who cooperate for other reasons. Cooperation could never arise in a population in which everybody was motivated by the norm of fairness.

Although the norm of fairness is not in itself consequentialist, it can coexist with consequential considerations. People motivated by fairness may be sensitive to the costs of cooperation even if they do not consider the benefits. The individual is the meeting point of several opposing forces. His own conscience and social pressure tell him to cooperate when most other people do. The costs of cooperation work in the opposite direction. If the costs are a steeply increasing function of the number of cooperators, he might actually be less likely to cooperate when a greater number of

1 Note that this concept of ‘unmoved movers’ differs from that discussed in Chapter 3.
others do so. I assume, however, that this is not the case. In much of this chapter I use a stylized, simplified formulation that, by disregarding the costs of cooperation, exaggerates the mechanical, mindless adherence to the norm of fairness.

The principle of conditional cooperation expressed in this norm can also be generated in other ways. Utilitarian or altruist motivations can, for certain technologies of collective action, yield the same prescription. As we saw in Chapter 1, selective incentives or altruism can transform the Prisoner’s Dilemma into an Assurance Game. In the latter game, defection is not a dominant strategy. Nor is cooperation dominant, as it is for the everyday Kantian. There is no dominant strategy, but cooperation is the solution that will be realized if the parties have full information about each other. In iterated games, conditional cooperation – Tit for Tat – can also be generated by purely selfish motivations, as we saw in Chapter 1. (Note, however, that Tit-for-Tat is not fully conditional since in addition to the conditional injunction to cooperate if others cooperated previously, it also includes the unconditional instruction to cooperate in the first round.) Here I am concerned with conditional cooperation generated by conformism rather than by altruism or rational prudence.

The norm of fairness makes cooperation conditional upon the actual cooperative behaviour of others, not on their anticipated cooperation. In this respect it differs crucially from conditional cooperation in the Assurance Game or in iterated games. In these, all group members can be conditional cooperators who converge on cooperation because everybody expects everybody to do so. To see why the norm of fairness does not work in the same way, consider families in a peasant community who are led, by individual rationality, to have more children than is collectively rational. If there were a social norm against large families, all would benefit from it. Could such a norm – that is, a behavioural package that involved having smaller families, punishing defectors, punishing nonpunishers and so on – be represented as the solution to an Assurance Game? I think not. Social norms cannot be sustained by instrumental reasoning of this kind. To be effective, they must be internalized, so that violating them in the presence of others is felt to be shameful and wrong, not simply a mistake or a lapse from rationality. The emotion of shame is not within the scope of rational willing.

The norm of fairness enjoins us to follow the majority, whatever it is doing. If others are not cooperating, we need not do so either. To the Kantian question ‘What if everyone did that?’ Yossarian in Catch 22 answered, ‘Then I’d be a fool to do otherwise, wouldn’t I?’ If others are cooperating, we are, however, under an obligation to do so too. There are innumerable instances of this reasoning in social life. Corrupt practices, for instance, are often defended by the claim that ‘everybody does it’ (see the concluding chapter). Conversely, the perceived obligation to do military service stems from a feeling that ‘I ought to do my share’.

The obligation created by the norm of fairness does not derive from outcomes. The norm tells us to defect when there are few cooperators, even if we are on an increasing stretch of the average-benefit curve. Assume that the threshold for the norm of fairness is at \( D \) in Fig. 5.1. Although cooperation between \( B \) and \( D \) yields positive net benefits, a person motivated by the norm of fairness would not feel an obligation to cooperate. In fact, there might even be a social norm against cooperating in such cases. The general norm against sticking one’s neck out could easily lead to sanctions against unilateral cooperators. Do-gooders often make others feel bad.

Conversely, the norm of fairness tells us to cooperate when many others do so, even when one is on a decreasing stretch of the curve. In Fig. 5.1 the outcome \( K \) under universal cooperation is substantially worse than the optimal outcome \( N \), although still better than the noncooperative outcome 0. Even when the sum total of the benefits created by the last cooperators is well below the costs (to them)\(^2\) of contributing, the norm of fairness might still prevent them from taking a free ride.

This problem is not, perhaps, very serious. True, there is too much

\(^2\) If there are increasing costs of cooperation, one must also count the additional costs they impose on the inframarginal cooperators.
cooperation, but not because the excessive cooperators actually harm anyone. Their contribution simply is not worth the effort. More serious problems arise when the last act of cooperation harms everybody, contributors and noncontributors. This possibility is illustrated in Fig. 5.2. Note that the situation remains an $n$-person Prisoner’s Dilemma, although now the $L$ and $R$ curves are not, as they were in Chapter 1, constrained to be monotonically increasing.

Here are some examples. A group of friends who are cleaning up after a party might actually finish the job faster if some of them relax instead with a drink, but the norm against free riding might overwhelm considerations of efficiency. Joining the army in wartime is a more substantial example. Those who stay home to work in vital industries may feel that they are violating the norm of fairness. If all who want to join were allowed to do so, the war effort as a whole might suffer. Or consider the Leninist theory of party organization. If organizational efficacy is an increasing function of numbers and discipline, and discipline is a decreasing function of numbers, it could happen that the optimal number of party members falls well short of universal membership. Even if there is normative pressure on workers to join the party and nonjoiners are frowned upon, not all

3 Or rather the maximal level of discipline that can be achieved.

4 This can never occur in the theories of revolution and rebellion proposed by Roemer (1985a) and deNardo (1985), in which only numbers matter. While surely appropriate in some cases, these theories fail to confront the problem of organizing large numbers.

5 In the last two examples, universal cooperation will not occur, because there is a centralized authority that can resist the pressure to join. In situations that lack a coercive institution, the norm of fairness could drive cooperation beyond the optimal point.

It might even happen that universal cooperation is inferior to universal noncooperation, a possibility depicted in Fig. 5.3. This is not a Prisoner’s Dilemma, although it is still a collective action problem in the sense that it is better for all if some cooperate than if none do.

To illustrate this case, consider the problem of cleaning up the lawn after a fête. If everybody joins in, the lawn will be trampled to destruction. It is better for all to have a lawn that is green but littered than to have it destroyed as a result of misguided solidarity. Or consider again the problem of organizing war. Suppose that the country in question initiated the war, so that universal noncooperation meant peace rather than defeat. It could then be worse for all if all joined the war effort than if nobody did, assuming that universal cooperation is so inefficient as to bring about defeat.

Collective action is defined by the feature that contributions have diffuse benefits and precise costs. In the standard theory, this provides individuals with a reason to abstain from cooperating. My idea here has been to turn this argument on its head. It is precisely because contributions are easily
identifiable that they can become the object of a social norm to cooperate. The fact that an additional contribution may actually bring about a slight decrease in the benefits from collective action has little motivating power. If I contemplate the spectacle of your getting a free ride, the thought that ‘You get off more lightly than I do’ may swamp the thought that ‘your free riding yields an imperceptibly small increase in my utility’. I return to this perspective in the next two chapters.

I now turn to the norm of everyday Kantianism, which says that one should cooperate if and only if universal cooperation is better for everybody than universal defection. There are at least two reasons the principle should be called ‘everyday’ Kantianism rather than simply Kantianism. First, Kant’s own formulation of the principle does not refer to what would happen if everyone acted in a certain way. Rather it asks whether one ‘can will’ that everyone will act in that way. One reason one cannot will that all will act in a certain way might appear to be that it would be worse for all if all did so. This is not Kant’s view, however. Rather he argued that one cannot will X if the notion of all doing X harbours a logical or pragmatical contradiction. If breaking promises, for instance, were to be made into a universal principle, the concept of promising would lose its meaning. Second, the arguments made below presuppose a naive form of Kantianism which excludes the use of mixed strategies. Some of the paradoxes of everyday Kantianism would disappear if the agents were allowed to randomize between cooperating and not cooperating. Other, more important paradoxes would, however, remain.

There are two further distinctions between everyday Kantians and true Kantians. As defined above, the everyday Kantian (like the true one) does not consider the costs to himself of cooperating. In practice, this is implausible. Like people motivated by fairness, everyday Kantians are usually outcome-insensitive with respect to benefits but not with respect to costs. Roughly speaking, they proceed in two steps. First, they use something like the categorical imperative to decide where their duty lies. Then, before acting, they consider whether the costs are prohibitive, which, on a given occasion, they may well be. The trade-off will differ across people. Some Kantians pay virtually no attention to costs, while in others the voice of duty is reduced to a whisper that is easily offset by considerations of cost.

For that reason, even everyday Kantians might be sensitive to the number of other cooperators, namely if these increased the costs of cooperation to the point where they offset the call of duty. In cases of low-cost or constant-cost cooperation (like voting), this complicating factor can largely be ignored, but in other cases it could be important.

Furthermore, in practice the everyday Kantian is somewhat sensitive to benefits. True, he does not consider the likely impact of his cooperation. By asking, ‘What if everyone did that?’ he does, however, consider the impact of universal cooperation. It seems plausible that the strength of his feeling of duty depends on the difference between universal cooperation and universal noncooperation. The smaller the difference, the lower the voice of conscience and the more likely it is to be offset by considerations of cost. Once again, this dependence will vary across people.

A case of pure and strong Kantianism during the Second World War was provided by a Protestant pastor, André Trocmé, and the other inhabitants of Le Chambon, a small village in southern France. Between 1940 and 1944 these villagers provided asylum for a large number of German Jews, at great risk to themselves and under the constant surveillance of the Vichy government and later the German occupational forces. They explicitly refused to consider the consequences, to themselves or others, of their action. Instead, they relied on a simple principle: ‘Never turn away anyone who needs help’. As early as 1934 Trocmé had written an essay on ‘the opposite evil’, in which he expressed his belief that in times of crisis, theories and predictions are a refuge for cowards. In that essay he wrote of the dangers involved in trying to predict the effects of your actions on your own life, your family’s lives, the lives in your parish, and the lives of your countrymen. During the war years he did not spend precious time and energy investigating the effects of his actions on any political theory he might hold. He chose to do without intellectual systems and without fear-filled predictions. He decided simply to ‘help the unjustly persecuted innocents around me’. He decided to obey God’s imperious commandments of other cooperators, namely if these increased the costs of cooperation to the point where they offset the call of duty. In cases of low-cost or constant-cost cooperation (like voting), this complicating factor can largely be ignored, but in other cases it could be important.
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---


7 The following relies on Hallie (1979). I am grateful to Michael Mcintyre for drawing my attention to this case and its implications for collective action theory. Oliner and Oliner (1988) offer a large-scale study of the motivation of rescuers of Jews in Nazi Germany, with emphasis on the capacity for caring rather than on the ability to follow abstract principles. Their understanding of moral theory, however, is severely limited, as shown when they argue that the Kantian tradition in moral philosophy emphasizes fair exchange and reciprocity, while ‘care endorses willingness to give more than is received’ (p. 172).
against killing and betraying. With his sophisticated mind he put his sophisticated mind aside.8

The nonconsequentialist core of everyday Kantianism is that it does not allow consideration of the external circumstances, such as the expected number of other cooperators, that determine whether an individual act will in fact have good or bad consequences. Because it neglects these circumstances, everyday Kantianism can lead to bad outcomes in two kinds of situations. First, consider a collective action problem in which the optimal number of cooperators falls short of universal cooperation, such as in diagrams B, D and E of Fig. 1.6 or in Figs. 5.1 and 5.2. In a population of everyday Kantians there would be universal and hence more than optimal cooperation. (Sophisticated Kantians would use a mixed strategy to achieve the optimal number.) By contrast, everyday Kantians would not cooperate in situations like that depicted in Fig. 5.3, even if they represented only a small subset of the population. Even when a little cooperation would be a good thing, and they would be the only ones who could be counted on to cooperate, they would not do so, out of fear of what would happen if everyone did.

There is no reason to spell out why the problems just considered are not urgent ones, to say the least. The danger of everyday Kantianism lies elsewhere. Consider a situation, depicted in Fig. 5.4, in which unilateral cooperation is harmful to other people. Everyday Kantianism prescribes the cooperative strategy in such cases, regardless of the disastrous consequences that might ensue if few others follow suit. Unilateral disarmament could, under certain circumstances, increase the risk of war. Unilateral acts of heroism or sacrifice can give authorities or employers an excuse to crack down on nonparticipants as well as participants.9 Unlike the disarmament example, this is more than a hypothetical case. In German-occupied countries during the Second World War, for instance, there was often considerable scepticism towards individual acts of resistance that might provoke the Germans into massive retaliation.10 Such phenomena provide an alternative explanation of the negative attitude towards do-gooders. Instead of irrationally disliking do-gooders because they make us feel bad, we might dislike them on the rational ground that they actually harm us. More generally, we might dislike them on the grounds that they do not stoop to cooperate, they would not do so, out of fear of what would happen if everyone did.
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The appeal of everyday Kantianism is somewhat insinuating. Two questions that embody this principle and that have strong emotional appeal are: 'If not me, who?' and 'But what if everyone did that?' Both questions suggest that there are only two possible states of the world, one in which everyone cooperates and one in which no one does so. It hints, moreover, that it is up to me which of these states will come about. If I am in a sufficiently confused state of mind, I may indeed be persuaded to believe, or to act as if I believed, that everything turns upon my behaviour. Psychologically, if not logically, there is a short step from the thought 'If I don't do it, why should anyone?' to the thought 'If I don't do it, nobody will'. Let me elaborate on this point, which is, I believe, of fundamental importance.

Everyday Kantianism rests on a form of magical thinking that we may
call everyday Calvinism. This is the confusion of causal and diagnostic efficacy, or the belief that by acting on the symptoms one can also change the cause. If a predeterminist doctrine like Calvinism led to entrepreneurship, it could have done so only via the magical idea that manipulation of the signs of salvation could strengthen the belief that one was among the elect. An explicit example is cited by E. P. Thompson, in his discussion of the tension among eighteenth-century British Baptists between their desire to attract new recruits and their belief in predetermination:

It was not until 1770 that the Particular Baptists began to break out of the trap of their own dogma, issuing a circular letter (from Northamptonshire) which offered a formula by which evangelism and the notion of election might be reconciled: 'Every soul that comes to Christ to be saved. . . . is to be encouraged. . . . The coming soul need not fear that he is not elected, for none but such would be willing to come.'

The example can be used to illustrate Newcomb's problem (see Fig. 5.5). In this game, God moves first, deciding whether to choose me to be among the elect. When it is my turn, I do not know which move God has made. I do not know, that is, whether I am facing the choice on the left or the choice on the right. It does not really matter, however, since in either case the option of staying home is preferable to that of going to church. To go involves a small cost and no possible benefit: since God has already moved there is nothing I can do to influence him. I know, however, that God in his omniscience has anticipated what I will do, and it is quite likely that he has made sure not to elect those who do not go. In that case, what should I do? On the one hand, since God has already made his choice, I have nothing to lose from staying home. On the other hand, if God really makes his decision as a function of what he expects (in fact knows) that I will do, how could I stay at home?

It is not my task here to resolve this conundrum. Rather I want to illustrate how people often make the equivalent decision of going to church in cases where it is uncontroversially irrational to do so. In an experiment by George Quattrone and Amos Tversky two groups of subjects were told that people with a certain kind of heart have a longer life expectancy and greater (lower) tolerance to cold water after exercise than people with a different type of heart. When later asked to keep their arm in cold water after an exercise task, they endured it for a longer (shorter) time than they had done before they were exposed to the information. The subjects, in other words, acted as if by modifying the symptoms they could, magically, alter the cause. I believe most readers, on reflection, would be able to think of occasions on which they engaged in similar practices.

There is a close connection between Newcomb's Problem and the Prisoner's Dilemma. Consider two persons in a Prisoner's Dilemma who have to make their decisions independently of each other. If they are sufficiently alike, each of them may reason in the following manner. 'If I cooperate, there is a good chance that the other will cooperate too. Being like me, he will act like me. Let me, therefore, cooperate to bring it about that he does too.' Once again, the behaviour that is diagnostic of the other's cooperation is chosen as if it could have causal efficacy.

Quattrone and Tversky conducted an experiment that confirmed the hypothesis that people in fact think — or act as if they think — in this manner. Subjects in each of two conditions were told that in an upcoming
election the electorate would consist of 4 million supporters of Party A, 4 million supporters of Party B and 4 million nonaligned. They were told, moreover, that the victorious party would win by 200,000 to 400,000 votes. Finally, all subjects were told that they were supporters of Party A. In one condition, subjects were told that party supporters would vote in approximately equal numbers, so that the nonaligned vote would be decisive. In the other condition, voters were told that the nonaligned voters would split their vote equally between the two parties, so that the turnout of the committed voters would decide the election. The second condition would seem more conducive to magical thinking, since here a supporter of Party A could deceive himself into thinking that by voting he could induce other, like-minded people to vote. This hypothesis was confirmed in the experiment, which showed, among other things, that more people in the second condition expressed an intention to vote.

Further support for the view that collective action can involve magical thinking comes from an experiment by Robyn Dawes and co-workers. Let me quote from their summary:

The most important finding of this experiment was that having to make the cooperative or defective choice apparently did affect the estimates of what other people would do, as well as vice versa. Thus, one’s choices in such a dilemma situation not only reflect beliefs about others, but also affect these beliefs. There are a number of possible explanations.

First, the effect may be pure rationalization. Having decided to cooperate or defect, the group member may attempt to justify the choice by his or her estimate of what others will do. Clearly, a cooperative choice is not very wise if any other people are going to defect, while a defecting choice may be considered downright immoral if most other people cooperate.

Second, there may be two closely related cognitive reasons for the behavior to affect the belief. Individuals may decide to use their own behavior as information about what other people would do; after all, if people from similar cultures tend to behave in similar ways in similar situations, and if I do this, it follows that my peers may do so to. In addition, there is the possibility that as I make up my mind to defect or cooperate, the reasons leading to the choice I finally make become more salient, while those leading to the other choice become less so. Then, when attempting to evaluate what other people will do, I see compelling reasons for doing what I do and less compelling reasons for doing the opposite.

The first subvariety of the second explanation corresponds to what I have called magical thinking, except that Dawes and his co-workers explicitly characterize it as rational: ‘Given the belief that people tend to behave similarly in the same situation, a subject who decides to cooperate or defect may have a rational basis for believing others will do likewise’. Hence the experimenters themselves behave as the subjects in the Quattrone-Tversky experiment, confirming how easy it is to slip into the confusion between diagnostic and causal thinking.

In the Introduction I mentioned the crash in the stock market on 19 October 1987 as a paradigm case of break-down of social order. Clearly, there is need both for coordination and for cooperation to ensure that it does not happen again. Perhaps a dose of everyday Kantianism could help? The following extract from a comment on ‘the economic scene’ by Leonard Silk (New York Times, 13 January 1988) is so wonderfully confused – and hilariously illustrative of my point – that it is worth reproducing at some length:

As the Greek philosopher Heraclitus put it about 500 B.C., you never swim in the same river twice – and it is a different market now from what it was before Oct. 19.

Indeed, an American economist, M. Louise Curley, a consultant to Scudder, Stevens & Clark, investment advisers, turns to a different philosopher to explain why the markets have not repeated the Oct. 19 crash. She finds a hint in the German philosopher Immanuel Kant (1724–1804), specifically in his Categorical Imperative. . . . This may be translated as: Never adopt a principle of action that you would not be prepared to see everyone else adopt.

The Presidential commission that investigated the Black Monday market collapse . . . has stressed the role that program trading played in causing the market to plunge by a record amount. But institutions have now presumably learned that, acting in their individual self-interest, they can be severely damaged when other institutions act as they did.

Rational self-interest dictates that they stop behaving in such a short-
sighted way – that is, in the mistaken belief that they can operate in isolation from other institutional investors with similar programmed strategies for buying futures and selling stocks at their current prices.

The Categorical Imperative implies that different rules of behavior must be found in their own and the general interest. . . . Kant sought to show that the 'essential requirements of morality are really built into the concept of rationality itself'. Any rational being, Kant declared, has to recognize those requirements as binding.

But is the stock market rational? It may take further punishment before the market players recognize that their self-interest is bound up in the common interest. The sharp fall in the Dow Jones industrial average in New York on Friday, without a sign of outside cause, may imply that the Kantian lesson has not yet been learned. . . .

John von Neumann and Oskar Morgenstern, in their seminal book 'The Theory of Games and Economic Behavior', have given Kant's lesson modern form. They demonstrated that the individual economic actor must recognize that he is involved in a multi-layer or multi-firm game, in which the actions of others can make his own play self-destructive if he does not anticipate what others will do. The individual player, they counsel, needs to find a strategy that maximizes his gains, while minimizing his risks. The learning process required to master 'Minimax' is painfully proceeding in London, New York and other financial capitals.

The intellectual disarray of the last few sentences shows that even economic commentators in the world's leading newspaper might benefit from Economics 101. More interesting, symptomatic and representative is the claim that the categorical imperative coincides with rational self-interest and, more eccentrically, that von Neumann and Morgenstern give us an up-to-date version of Kant. The confusion manifest in Leonard Silk's column also underlies the spontaneous reaction of most people, myself included, when people turn up at our door Sunday evening to ask for a contribution to a television-sponsored charity drive. 'If I don't give, who will?' Being under the spell of this question, we end up contributing, at least part of the time.

Everyday Kantianism is closely related to what I described in Chapter 3 as private norms, rigid unbending rules that allow us to resist temptation. Here the operative question is: If not now, when? I might, to be sure, postpone going on the wagon or start jogging until tomorrow. The damage to my body from one day's additional indulgence is surely infinitesimal, and I can always quit (or begin) tomorrow. The snag is, of course, that since tomorrow is going to be essentially like today, the best predictor of what I will do tomorrow is what I do today. In interpersonal collective action, magical thinking amounts to believing, or acting as if I believed, that my cooperation can cause others to cooperate. In intrapersonal collective action, it amounts to believing, or acting as if I believed, that by acting prudently today I can cause myself to act prudently in the future.

One might question whether this reasoning is magical and irrational in the intrapersonal case. 21 Note first that in both the interpersonal and intrapersonal cases, I have tacitly assumed that there are no direct causal effects. If I can anticipate that I will cause my neighbour to change his mind when he sees me leaving for the voting booth, it is quite rational to incorporate that effect in my decision whether to vote. But I have assumed that there is no such effect to be anticipated. Similarly, if I can anticipate that the next drink will strengthen my desire for more drinks, it is quite rational to take account of that effect in my current decision whether to have a drink. Once again, however, I have assumed that there are no such effects. Although the assumption may not always be justified in the case of drinking, it is approximately correct in many cases of weakness of will. There is one effect, however, that will always be present in the intrapersonal case. The choice tomorrow will differ from today's choice in that tomorrow I shall have more information about earlier choices than I have today. Specifically, I will know then what I will have chosen today. Because of the asymmetry of time and the indivisibility of persons, there is in this respect a basic difference between the interpersonal and the intrapersonal cases.

The added information is relevant in that it constrains my self-image in a way that may ease or obstruct my ability to make the prudent choice. It has been said, correctly, that 'choices depend on tastes and tastes on past choices'. 22 Similarly, choices depend on self-image and self-image on past choices. 23 If one can plausibly say to oneself, 'I am not the kind of person who yields to temptation', it becomes easier to resist. 24 Conversely, yield-
ing often induces a kind of vertiginous feeling: 'Having yielded in the past I know that I am just a heel anyway, so why not give in again?' But why should I be constrained by my self-image? Since I am assuming that no dispositional change – mental or physical – has taken place, how could the mere fact of information about the past make a rational difference for choices in the present? The answer would be that thinking about oneself as having an enduring self, over and above habits and inclinations, is part and parcel of what it is to be a person. Neo-Buddhist theories of the self would argue that the belief is irrational, but even they grant that it is largely an unavoidable one. Even if persons are not constituted by an enduring self, they may be constituted by the belief that they have one. Information about past actions will then rationally constrain what kind of self they can believe themselves to have.

Mixed motives

All societies and groups face collective action problems. In all, at least some of the dilemmas are overcome and cooperation is achieved, frequently by coercion. Here I have considered noncoercive, voluntary cooperation. I believe that in any given case we will observe that the individuals who make a voluntary contribution have different motives. A successful campaign, strike, lobbying effort or election cannot be traced to a single, homogeneous motive that animates all the contributors. Different motivations, building upon one another, can add up to a high rate of participation. The following story can be envisaged in terms of building a social movement in which members join at successive times. For vividness, the reader may think of the movement against the Vietnam War. Later I shall discuss two cases in which decisions are made more or less simultaneously and independently of each other.

Consider once again Fig. 5.1. In this typical collective action problem, the underlying technology has constant costs of cooperation, whereas the benefits first increase slowly, then more rapidly and then more slowly again.

I shall suppose that the population contains five main motivational types. Of these, two have a dominant strategy:

1. Selfish, outcome-oriented rational individuals care exclusively about the output of collective action. Noncooperation is their dominant strategy, and hence they play no further role in the argument.

2. Everyday Kantians cooperate under all circumstances. Strictly speaking, as we have seen, this need not be true. If the costs of cooperation depend on the number of cooperators, even Kantians may make their cooperation conditional on that of others. In the story I am about to tell, however, I assume that the Kantians are insensitive to the costs of cooperation and hence, for them, cooperation is a dominant strategy.

The remaining types cooperate conditionally, depending on the number of other cooperators. There are two ways in which the number of other cooperators can influence one’s propensity to cooperate. The propensity can be a direct function of the number of other cooperators, or it can be a function of the expected benefit of cooperation – a benefit which in turn depends on the number of other cooperators. Hence we may distinguish between the following:

3. Utilitarians cooperate if and only if they believe themselves to be on an increasing stretch of the average-net-benefit curve, with the number of other cooperators being between B and E in Fig. 5.1. In other words, they will not cooperate at very low and very high levels of cooperation.

4. People who derive benefits from the process of participating usually require the presence of some other cooperators, although the number can be variable. Elite participationists prefer that few others cooperate. Their desire is to be present at the creation, and they become bored when the movement spreads and gains strength. Mass participationists enjoy themselves more the larger the movement, but

25 One might argue, as an alternative to the present account, that choices in the present set up a mental habit or disposition that shapes future choices and that present choices could take account of that effect. I believe there is room and need for a notion of mental habit that differs both from the purely physiological facts of habituation or addiction and from the concept of self-image. I am focusing here, however, on cases in which the desire to act imprudently remains strong, so that it cannot simply be eliminated by force of habit.

require some (variable) minimum of already-established cooperation before they join. 28

5. People motivated by the norm of fairness will join the movement when the number of other cooperators exceeds their threshold for conditional obligation. Since people can have different thresholds, they may not all join at the same time, but come on board in successive waves.

In general, it is not possible to say anything about the dynamics of collective action with mixed motivations of this kind. The following scenario represents one possibility, chosen mainly to illustrate the possibilities and complexities. At the beginning, there are everyday Kantians, who are soon joined by elite participationists. If these two groups are between them numerous enough to get participation up to $B$ in Fig. 5.1, the utilitarians begin to drop out. Assume, for specificity, that mass participationists begin to join at $C$. If they are sufficiently numerous, the elite participationists begin to drop out and the mass participationists begin to join in successive waves. What then happens depends on the precise mix of motivations. It could be that the loss of the utilitarians will leave the people motivated by the norm of fairness unaffected, since they can sustain each other once they have been brought out. The utilitarians will, so to speak, be the ladder which they can kick away behind themselves. It could also happen, however, that without the ladder they will fall down. When the utilitarians withdraw, the number of cooperators will become too small to sustain the norm of fairness, and the whole movement will collapse.

This scenario has been constructed on the assumption that people treat each other parametrically, as part of the given circumstances that shape the decision to cooperate. But there could also be effects of strategic anticipation. Utilitarians might not withdraw if they anticipate that their withdrawal will trigger that of others. They might enter prematurely (to the left of $B$ in Fig. 5.1), in the hope of causing others to join. Or they might decide not to join in the first place, if they are afraid of triggering a movement that will eventually generate so much cooperation that all will be worse off, as in Fig. 5.3. I do not think these forms of strategic reasoning occur frequently, but they are not totally implausible either.

An implication of this approach which some may find depressing is that we will never have a general theory of collective action. The variety of interacting motivations is simply too large for any equilibrium theorems to be provable. Although simulations may yield results in special cases, 29 they are not fully satisfactory explanatory devices since the results are often difficult to interpret. Historians and social scientists might, however, use the kind of framework developed here to improve their understanding of specific social movements. That, in fact, is probably as much as one can ever hope for in the social sciences. If social scientists forget their obsession with grand theory, and looked instead for small and medium-sized mechanisms that apply across a wide spectrum of social situations, some mathematical economists and Parsonian sociologists (to name but a few) might go out of business, but the world would be a better-understood place. 30

Two partial (other-things-being-equal) generalizations may nevertheless be suggested. There are probably not many everyday Kantians, but their presence may be an indispensable catalyst for cooperation. Although there are probably many people who are motivated by the norm of fairness, they cannot by themselves get cooperation off the ground. They do, however, act as a multiplier on the cooperation of other people. 31 The first generalization, therefore, is this: everyday Kantianism and the norm of fairness interact to produce much more cooperation than either could do by itself. 32

The literature on non-selfish motivations is split on the question of the relation between individual cooperation and the general level of coopera-

28 The elitist participationists may well be more numerous than the mass participationists. See the comments on tourism in Chapter 3.

29 The best example known to me is Nelson and Winter (1982).

30 Elster (1989b) makes an extended plea for a shift from theories to mechanisms in the social sciences. See also Veyne (1971).

31 A very different multiplier effect is at work in everyday Kantianism. Magical thinking leads the individual to believe that his cooperation will effectively act as a multiplier, by causing other people to cooperate.

32 I am grateful to Tetsuo Kondo for suggesting the characterization of Kantianism and fairness as catalyst and multiplier, respectively. In unpublished work (Kondo 1988), he has shown that the present analysis carries over to an iterated two-person Prisoner's Dilemma, when he assumes mixed motives to exist within and not across individuals. He assumes, i.e., that on any given occasion each individual follows each of the various motivations with a given probability.
tion. In Howard Margolis's model of altruistic behavior it follows that as other people give more to good causes, I should give less. The same result holds for utilitarian motivations. In Robert Sugden's model of reciprocal behavior it follows that as other people give more, I should also give more. The underlying difference is that Margolis assumes people to be outcome-oriented, whereas Sugden does not. Both may be right, but with respect to different individuals. Low levels of cooperation attract utilitarians but deter people motivated by fairness. At high levels, the opposite effects are observed. The second generalization, therefore, is this: the strength of utilitarianism and that of fairness vary inversely with each other, because they are related in opposite ways to the number of cooperators.

In the remaining part of the chapter I look more closely at two cases of collective action - voting and tax evasion - from the mixed-motive perspective. In these cases, process benefits play little or no role, at least if we restrict ourselves, as I do, to large-scale anonymous voting. Hence we can focus on the interplay between selfishness, fairness, everyday Kantianism and utilitarianism. Of these, the last is here defined by a simple decision rule that does not presuppose high levels of moral awareness or cognitive sophistication. As just explained, the rule is, roughly speaking, the inverse of the norm of fairness: cooperate if and only if few others do. Although somewhat similar to elite participationism, the underlying motivation is different. It is derived from considerations of outcomes in situations like that depicted in Fig. 5.1. When many others cooperate, the utilitarian obligation to cooperate falls. If the level of cooperation decreases, the obligation becomes stronger. Like the norm of fairness, the utilitarian decision rule must specify the exact level of cooperation (which might differ across individuals) needed to trigger cooperation or defection.

Although for convenience I shall use the language of a dichotomous independent variable, the remarks made on that point in Chapter 1 should be kept in mind. When I say, for instance, that more (or fewer) people vote when the number of voters declines, there are really two things going on. First, different persons have different thresholds. Second, for each person the 'threshold' is really a probability: it is the likelihood of his voting that is affected by the number of other voters. The costs of voting are essentially a random variable, depending on accidents of personal circumstance. A person might have the same pro-voting motivation in two elections, and nevertheless vote in one and abstain in the other because on the second occasion it rains too hard or he is in bed with flu. But for a given probability distribution of such events, the probability of voting depends on the strength of the motivation, which may in turn depend on the number of other voters.

Consider now the decision to vote in a large, anonymous election. Under any reasonable assumptions, selfish rationality dictates abstention, at least in the absence of selective incentives. I do not think anyone ever is driven to vote by asking himself, 'My God, what if I didn't vote and my preferred candidate lost by one vote? I'd feel like killing myself'. Other attempts to demonstrate equilibria with high turn-outs of selfish (or more generally outcome-oriented) voters have invariably failed. Hence most writers invoke the notion of civic duty to explain patterns of voting. Or, in what is essentially an equivalent explanation, they appeal to the 'expressive benefits' of voting. These concepts, however, are rarely given specific content. Instead, these writers turn rapidly to a discussion of the determinants of civic duty or, more generally, of the propensity to vote. At the individual level, they explain turn-out by individual properties of voters: age, sex, marital status, income, occupation, education and so on. In addition, they explain turn-out by three external variables: direct costs and opportunity costs of voting (and of registering for voting), expected closeness of the election and perceived differences among the major alternatives. The

37 Voting is compulsory in several countries, with small fines imposed on nonvoters.
38 Ferejohn and Fiorina (1974), p. 535. This phrase summarizes their argument that voting is rational if voters use the principle of minimax regret in a situation of decision making under uncertainty. That principle, while not uniquely dictated by the axioms of decision making under uncertainty, is at least consistent with them (Luce and Raiffa 1957, ch. 13). The argument for seeing voting as decision making under uncertainty is that 'if a citizen calculates according to the conventional analysis, he will decide to abstain. But all citizens will arrive at the same decision; therefore, a smart citizen could vote and singlehandedly decide the election. And yet, other citizens would also follow this strategy, so maybe he should abstain after all. But if other citizens reason similarly, maybe . . . and so forth' (ibid., p. 527). But if the selfish voter knows (as of course he does) that some people will vote regardless of the expected number of other voters, the argument collapses. For selfish voting to be rational, everyone has to be selfish. There are other flaws in the argument, but this is perhaps the simplest way of refuting it.
39 For a survey, see Palfrey and Rosenthal (1985).
41 Riker and Ordeshook (1968).
importance of the latter variables shows that civic duty does not exclude some sensitivity to outcomes.

The first step towards a better understanding of turn-out rates must be to refine the notion of civic duty. In the present framework, the notion can be understood in three ways, corresponding to utilitarianism, Kantian duty and fairness. Of these, utilitarianism is essentially outcome-oriented, taking account of the benefits as well as the costs of voting. The motivations of duty and fairness are not outcome-oriented as far as the benefits of voting are concerned, although they can be sensitive to costs. The fact that the costs of voting are a major part of the explanation of low turn-outs is consistent with an interpretation of civic duty in terms of fairness or everyday Kantianism. The influence of the other external variables is consistent with everyday Kantianism but not with the norm of fairness. Because of its roots in magical thinking, everyday Kantianism becomes stronger the smaller the reference group to which it is applied. The more other people are like oneself, the more plausibly (in a psychological rather than logical sense) one can infer that they will behave like oneself. Therefore, if the election is expected to be close, the more plausible is the notion that my voting will be pivotal. Also, the smaller the perceived difference between the outcomes, the weaker is the voice of conscience. There are no similar reasons that the norm of fairness should be sensitive to the expected closeness or to the perceived difference.

The next step would be to ascertain which proportions of the electorate were motivated by which varieties of civic duty. One could ask people whether an expected increase or decrease in the turn-out would affect their own propensity to vote. As far as I know, no such studies have been carried out. Panel data for voting and abstention suggest that there are some hard-core voters, that is, everyday Kantians, but do not enable us to distinguish among the subvarieties of occasional voters. Studies of bandwagon and underdog effects concern the choice of one alternative rather than the other, not to the choice of voting versus abstaining. A study of the impact on voting of broadcasting returns before the polls are closed contained an analysis of the effect on turn-out in late-closing polls in the western states. The independent variable was not, however, turn-out, but election results in the eastern states. A direct impact of turn-out on turn-out in the same election seems in any case quite unlikely. It is more plausible to think that there could be an impact of turn-out in one election on turn-out in the following election. If there is a widely perceived downward trend in turn-out, utilitarian voters should feel a strong obligation to vote, whereas those motivated by the norm of fairness have a good excuse for staying home. The net effect might be to reverse the trend or to reinforce it, depending on the precise numerical importance of the two groups.

In most countries, there are trends and cycles in turn-out. Part of the explanation probably lies in changes in individual attributes. Demographic trends increase the number of young unmarried voters who are relatively unlikely to vote. Part of the explanation may lie in changes in the external variables. The effort and efficacy of the major parties in mobilizing their supporters obviously also matter. Alienation from the political system may be a factor of some importance. The question is whether, in addition to these exogenous explanations, there could be a purely endogenous component. One might construct, along the lines suggested earlier, a scenario in which utilitarianism and fairness interact to create cyclical turn-out patterns, somewhat analogous to the cobweb cycle. In the simplest model (without lags), each voter assumes that turn-out in the current election will be like turn-out in the previous one. When all act on that assumption, the outcome will in general differ from what they expected, except in the unlikely event that the effects of utilitarianism and fairness exactly offset each other. If, however, voters act on the basis of predicted turn-outs, there will usually exist a self-fulfilling turn-out prediction which leads to fairness effects and utilitarian effects that exactly offset each other.

Instead of cycles, interacting motivations could also generate upward or downward trends. It is often argued that the steady decrease in American voter turn-out is due to increasing alienation from the political system. This may well be true, but the notion of alienation must be disambiguated. It could mean that people are less likely to vote because they feel less committed to a political system that fails to remove poverty and racial conflict. But political alienation could also be understood as a self-reinforcing erosion of civic duty, quite independent of substantive issues and failures.

---

42 Sigelman et al. (1985), p. 751, state in their sample 'only one Kentuckian in eight voted in as many as seven elections' out of eight.
43 Lang and Lang (1968), ch. 4.
Conversely, it might be worth while to study upward trends in this perspective. Support of the political system, as expressed in increasing turnout rates, might be due to substantive support of the decisions being made or simply to a virtuous spiral of conditional cooperation. The study of turnouts in new democracies might provide useful data for analyses of this kind.

Tax evasion as a collective action problem differs from the voting problem in a number of respects. First, the presence of negative selective incentives—penalties for detected tax evasion—alters the incentives for the taxpayer. In Fig. 5.6, we assume that the taxpayers’ money is used to provide public goods and that the marginal utility from consumption of these goods is decreasing. The cost of compliance with the tax laws, that is, the earnings forgone by declaring one’s income and deductions honestly, are assumed to be independent of the number of compliers. The impact of tax laws depends on the risk of detection and the severity of the fine, which in turn depend on the number of tax evaders. When there are few evaders, the risk of detection is higher and the penalty more severe. In Fig. 5.6, expected penalty for evasion in a society of compliers is $BC$, whereas it falls to $DA$ when everybody engages in the practice. As a result, there are two stable equilibria—universal compliance and universal evasion—and one unstable equilibrium in which exactly $m$ people comply with the tax laws.

The preceding analysis may be controversial. For one thing, why should the risk of being detected be higher when there are few evaders? If there is a tax inspection force of a given size, the conclusion follows, but is it not reasonable to assume that the force will expand pari passu with the number of evaders? Against this, however, there is the argument—widely made in the literature on tax evasion—that ‘increasing the authoritative zeal of tax authorities may be counterproductive’. Below I discuss a mechanism that could support this hypothesis.

For another thing, why should the severity of punishment decrease with the number of evaders? In one, obvious sense it does not: keeping tax laws constant, the legal penalty for detected tax evasion does not depend on the number of actual or detected evaders. This is not true, however, of the informal penalties—social stigma—associated with detection. The fewer tax evaders there are, the larger is the social stigma. (This is discussed further later.) But the objection might also take a different form, paralleling the argument about expanding the inspection force. Why should tax laws not change pari passu with the number of evaders, increasing the legal penalty so as to offset the decrease in informal sanctions? The counterargument is also parallel: increased severity might be self-defeating.

A major finding in the literature on tax evasion is that people are more likely to evade taxes if they believe many others do so. ‘Well, everyone else does it, so why shouldn’t I?’ For obvious reasons, however, it is much more difficult for an individual to estimate the proportion of tax evaders than to estimate the proportion of voters. One major source of information lies in the prevalence of tax evasion among one’s personal acquaintances. The propensity to evade taxes increases with the number of evaders personally known to one. Government behaviour provides another source. People are likely to reason as follows. ‘Since the government is taking stronger measures against tax evasion, it must be so widespread that there is no reason to feel ashamed of doing it. Being rational, I shall certainly take account of these measures, but the strength of the measures also tells me that I don’t need to take account of anything else’. In addition, we can adduce an argument from ‘the psychology of tyranny’; if the government takes very harsh measures against tax evaders, the ensuing loss of legitimacy may partially offset the deterrence effect.

It is sometimes suggested that appeals to conscience are more effective than threats of punishment in preventing tax evasion. It is certainly true

\[47\] Ibid., p. 175; see also Laurin (1986), p. 190.
\[49\] Roemer (1985).
\[50\] Lewis (1982), pp. 281–7. Schwartz and Orleans (1967) confirm this idea, but only with respect to low-income groups.
that the argument from the psychology of tyranny does not apply to appeals to conscience. The information argument does, however, apply with equal force:

In one of the more intriguing studies in the deterrence literature, Tittle and Rowe injected a ‘moral appeal’ onto a college classroom situation in which cheating on exams was widespread. The researchers expected that a public appeal to the students’ obligation to be honest would instill a threat of guilt feelings among students and, thus, reduce the prevalence of cheating. To the contrary, the moral appeal, rather than inhibiting those students who had been cheating, seemed to inspire the formerly honest students to cheat. The authors speculated that the moral appeal suggested to the honest students that cheating had become so customary that it was out of control and that the norm against it had lost its moral force. Consequently, after the moral appeal, the formerly honest students joined their classmates and began to cheat. We would not be surprised if a moral appeal to tax payers, stressing their duty to be honest, would have the same effect as the moral appeal in the classroom.

So far I have considered two motives for tax compliance: self-interested fear of punishment and the norm of fairness. In addition, there might conceivably be a utilitarian mechanism: ‘Knowledge of widespread tax evasion and the perception of a significant problem may motivate one not to add to the problem.’ With one possible exception, I have not found any support for this hypothesis in the literature. Even if there is an effect of this kind, it might be swamped by the oppositely directed fairness effect. This points to a general problem in explaining compliance and cooperation. Economists ‘tend to aggregate data even though they have been gathered from heterogeneous groups. The homogeneity assumptions are misplaced, [George Katona] argues. Individual differences do not cancel each other out; consistent, independent psychological variables are important aspects of improving predictions’. Hence an econometric study might find a mild fairness effect when the underlying reality is that some people are strongly motivated by fairness while others are strongly motivated by utilitarian reasoning.

The exception just referred to comes from a study that used two measures of the dependent variable, that is, attitude towards tax evasion, and two measures of the independent variable, that is, extent of tax evasion. Subjects were asked whether they would evade taxes under certain circumstances. They were also asked about the appropriate penalty for tax evasion under the same circumstances. The dependent variable was manipulated by stipulating that prevalence of tax evasion was ‘low’ in one condition and ‘great and becoming still greater’ in another. In addition, subjects were asked to estimate the precise numerical percentage of others engaging in evasion. The finding was that high estimates of evasion were associated with less severe penalties and (in one of two studies) with higher intentions to evade. Nevertheless, high prevalence was associated with severe penalties for evasion: ‘Suggesting that tax evasion is a widespread problem that is getting worse may also suggest that something must be done about it’. With increasing evasion the citizen would like penalties to be harsher, but he would be more likely to evade at any given level of penalty. A utilitarian effect of a sort would be implied if increasing evasion caused the citizen to desire penalties that were severe enough to make him less likely to evade than under the penalties appropriate for lower levels of evasion.

Everyday Kantianism – plain moral outrage at tax evasion, regardless of its prevalence – is an important if somewhat elusive phenomenon. Urban Laurin’s study of attitudes towards tax evasion in Sweden reveals an interesting connection between morality and beliefs about others. A strong moral attitude may be caused by the belief that few others are cheating, although the attitude itself is not formulated in conditional terms. In practice, this will seem very much like the norm of fairness: the citizen complies if and only if he believes that most others comply. But the underlying psychology differs: the citizen adopts an attitude of unconditional compliance if and only if he believes that most others comply. The behaviour of others is the
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52 This refers to the norm of fairness in the technical sense defined earlier in this chapter. Other conceptions of fairness are also relevant to the study of tax evasion (Keenan and Dean 1980, pp. 212–13; Dean, Keenan and Kenney 1980, p. 30).
53 Kaplan and Reekers (1985), p. 97. They go on to say that ‘on the other hand, it may suggest that since so many others are evading she/he should also engage in the behavior’.
54 Lewis (1982), p. 32.
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56 Ibid., p. 99.
57 I say utilitarianism ‘of a sort’, since it is not the same utilitarian effect as described earlier in the chapter. That effect would require the citizen to be less likely to evade taxes when the number of evaders increased, independently of any effects mediated by changes in legal sanctions.
cause of his moral stance, not an element of it. To the extent that this is the case, everyday Kantians are not bedrocks of morality.

The problem of causal direction is central in studying attitudes towards tax evasion. First, people who are strongly opposed to tax evasion may be ‘rationalizers’ who simply have no opportunities to cheat. Second, the belief that many others are evading may be the effect of one’s own evasion rather than its cause. The underlying mechanism – cognitive dissonance reduction – bears a perverse resemblance to the magical thinking in everyday Kantianism. ‘By doing it I can cause others to do it too, thus justifying my doing it’. Third, a lax moral attitude towards tax evasion may also be an effect rather than the cause of evading behaviour. All three arguments suggest that norms are mere rationalizations with no independent motivating power. I argued in Chapter 3 that the view, if carried to extremes, is self-defeating. There seems to be evidence that people often comply even when they have an opportunity to evade at low or little risk. Unfortunately, the nature of the case makes robust evidence hard to come by. Explaining tax behaviour is much more difficult than explaining voting. Yet I hope that the concepts developed in this chapter can suggest some new ways of framing hypotheses and questions in future studies of tax evasion.

6. Bargaining and social norms

Introduction

Norms of equality, equity and fair division shape the outcome of bargaining generally and of collective wage bargaining in particular. Sometimes appeal to a norm of distribution facilitates agreement, both in labour–capital bargaining and in labour–labour bargaining. Norms of fairness can force agreement on the division of earnings between shareholders and workers. The task of coordinating separate labour–capital negotiations is itself a bargaining problem which can sometimes be resolved by appeal to a norm of equity or equality. But norms can also be an obstacle to agreement. In the presence of competing norms that favour different groups, the self-righteousness conferred by belief in a norm can lead to a bargaining impasse.

The role of norms in bargaining, therefore, is twofold. On the one hand, norms can help us overcome the problem created by a *plurality of cooperative arrangements*. On the other hand, the *plurality of norms* may in turn create new problems. In some cases, therefore, *norm-free bargaining* – negotiating from credible threats – is more likely to force agreement. All parties might then benefit from a tacit agreement to abstain from appealing to norms. If one believes, as I do, that such cases are becoming increasingly frequent, one might even wish for a social norm against the appeal to norms of distribution.

I shall consider norms regulating labour–labour relations as well as those governing labour–capital relations. Among the former, two norms stand out. On the one hand, there is the norm of *equality* – equal pay for everyone, regardless of type of work. In practice, implementing this norm means to move towards equality, not all the way to that end. On the other hand, there are norms of *equity* – ranging from norms of proportionality of the form ‘to each according to his X’ to the norm of ‘equal pay for equal work’.

---
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Among the norms regulating capital-labour relations, two also stand out. Reference-level norms give a privileged position to the status quo. Norms of fair division are rules for sharing the surplus between workers and the firm.

In what follows, I use 'bargaining strength' to denote the determinants of the outcome of norm-free bargaining. As explained in Chapter 2, these determinants include the risk aversion and time preferences of the parties, the earning power of the firm, the inside options of labour and management, their outside options (insofar as they constrain the outcome) and the temporal organization of the bargaining process. One might want to say that norms can also enhance one's bargaining strength, but I have chosen not to do so. This is a purely terminological decision, with no substantive implications, since I certainly do believe that norms affect outcomes. I distinguish, in other words, between norm-free and normative determinants of outcomes and refer to the former as bargaining strength.

I shall use collective bargaining to illustrate the basic proposition of this chapter: norms interact with self-interest and with other norms. I do not offer a general theory of these ambiguous and elusive interactions, but limit myself mainly to typology and illustration. I doubt that a general theory will ever be forthcoming, not because I hold the obscurantist view that one cannot have a precise theory of ambiguity, but because there are so many variables involved that it is hardly feasible to go beyond ceteris paribus propositions. Laboratory experiments have the great value of isolating and controlling factors so that we can see the mechanisms in their pure form, but they are of limited help in explaining the tug of war between mechanisms that is the rule in social life.

In this chapter I focus mainly on wage bargaining, neglecting other aspects of collective bargaining. The typology of wage goals shown in Fig. 6.1 may serve as a point of departure.

Standard bargaining theory – cooperative or noncooperative – is concerned only with absolute wage levels. Relative levels – be they wage differences across firms or wage increases within firms – are deduced from independently determined absolute levels. Each negotiation starts from a clean slate, independently of the past and of what happens in other negotiations. Nobody who has looked at actual wage bargaining believes in this view. It is obvious to the most casual observer that relativities matter.

Wage relativities can be illuminated by two bodies of literature. Work on 'reference points' in cognitive psychology shows that people assess options in terms of changes from a reference point rather than in terms of the end state. The status quo tends to harden into a normative principle, almost like a property right. For instance, 'as western US cities develop, successive rings of new developments generate successively increasing water costs. Residents and businesses often feel it is only fair that they should continue to pay the rates that prevailed before more recent development on the grounds that the new developments caused the higher water costs'.

Experimental studies suggest that similar principles obtain in labour markets. The status quo determines a reference level of profit and a reference level of wages. Here the basic principle of perceived fairness is that it is unfair for the firm to reduce wages below the reference level unless it has to do so to preserve the reference level of profits. One implication is that the firm can legitimately cut wages when it would otherwise see a loss in profits, but that it cannot fairly use local unemployment as an excuse for cutting wages. Another is that although the firm can legitimately pass on losses to the workers, it is not obliged to let them share in the gains. These are answers to questions phrased in terms of individual worker–employer
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1 See Elster (1978), pp. 68 and 91 n. 10, for arguments against the similarly obscurantist view that a theory of psychological or social contradictions must be self-contradictory. The cliché that 'art in a splintered world must itself be splintered' reflects, I think, the same confusion.


4 The following draws on Kahneman, Knetsch and Thaler (1986a).
relations. As we shall see, the same results do not obtain in collective wage bargaining. Yet the notion of a status quo and the idea of a right to one's wage are as powerful in the collective as in the individual case. In particular, 'nominal-wage cuts rate newspaper headlines'. Reference points are important mainly for understanding the labour-capital relationship. For labour-labour relations, we can turn to the theory of reference groups. Often, what matters to a union is to preserve and if possible to improve wage differentials, or to achieve parity with another group. These goals can be achieved by improving one's own position, but also by preventing others from getting ahead. In Sweden, LO has often tried to reduce the compensation of other groups for wage drift. Here it may be difficult to distinguish fear of inflation from relative wage goals. But when in 1983 LO economists proposed that reductions in progressive taxation for high-income groups be given up to forestall compensation demands from low-income groups, desire to preserve relativities must be the explanation. In such cases, envy seems to be the appropriate characterization of union behaviour.

In many cases wage-wage linkages can be explained without invoking envy, namely if the types of labour in question are substitutes for each other. As mentioned in Chapter 4, higher wages for A labour will increase demand and thus wages for the substitute B labour. Also, the linkages might simply be due to competitive pressures. The presence of highly productive firms can force other firms to follow suit and pay high wages, if the workers in the latter can make a credible threat to take up a job in the former. In the limit, a single vacant job in a single high-wage firm is sufficient to force high wages for all workers in all other firms. This explanation, while plausible in many cases, cannot explain the full force of relativities. 'The keen attention that the steel industry gives to wages paid by the automotive industry is out of proportion when compared with the competitive attraction of jobs in auto firms for steel workers. Apparent workers and firms need a standard to guide their judgments of fairness more than they need a precise indicator of market pressures'.

The force of relativities is enhanced when a group finds itself lagging behind with respect to several reference groups. In Sweden, the LKAB miners' strike in 1969 was triggered by the fact that miners compared themselves unfavorably both with functionaries in mining and with other blue-collar workers. Miners, who traditionally had been among the highest paid blue-collar workers, had suffered from the solidaristic wage policy. By contrast, functionaries in mining had benefited from the fact that white-collar pay raises 'tended to follow aggregate blue-collar increases, not simply those received by high-pay wage earners like miners'. In addition to being doubly badly off in terms of relative wage increases, the miners could also represent their claims as a demand for parity of level. They could argue (and Prime Minister Palme argued on their behalf after the final concessions) that the high wages of miners were offset by their harsh working conditions so that, all in all, they were lagging behind other groups. The combination was unbeatable.

Relativities may themselves be measured in absolute or relative terms—as flat differences or as per cent differences. Similarly, preservation of wage differentials can be stated in terms of a constant absolute difference or a constant per cent difference. When wages are increasing, keeping the flat difference constant is a way of compressing the relative differential—simultaneously, as it were, maintaining differences and reducing them. It is not surprising that this has been a frequent compromise formula between the equality demands of low-income groups and the equity demands of high-income groups. Another frequently used compromise is a 'kinked-line formula' that combines elements of flat-rate increases and per cent increases. Thus in 1952 LO negotiated across-the-board wage increases of 8 per cent, constrained by a minimum increase of 10 öre if present wages could not be brought up with at least that amount by the per cent increase.

So far I have taken it for granted that wage comparisons concern cardinal differences. Workers are interested in how much more they earn than others. Robert Frank has argued, however, that ordinal difference or status is also highly valued, so much, in fact, that people are willing to trade it off against absolute income. As evidence, he adduces the fact that an academic may remain in a medium-rank university even when he has a higher offer from a top-ranked university. The satisfaction of being a big fish in a small pond offsets the loss in income. This observation rings true: being

5 Mitchell (1986), p. 47. The money illusion is also observed in Kahneman, Knetsch and Thaler (1986a), pp. 731–2. An alternative explanation of the money illusion is that workers are concerned about relative wages. 'It might be suggested, for example, that workers' morale depends on relative wage-standing, and that with asynchronous wage-setting nominal wage-cuts are inherently relative wage cuts. Each individual employer would be reluctant to cut wages despite falling demand because of the adverse productivity effects' (Mitchell 1986, p. 63; see also Keynes 1936, p. 26).

6 Merton (1957); Runciman (1966).

7 Oswald (1979).


10 Frank (1985), pp. 75–82.
the best-paid member of a department has an importance that is relatively independent of the size of the gap to the next-best-paid member, just as being the winner of the 100-yard sprint matters vastly more than the distance to the runner-up. Frank also cites the striking fact that the earning profile of car salesmen is much flatter than their marginal productivity profile, so that the most efficient salesmen seem to be paying for their place at the top.

Concentrating on cardinal wage differences might also be misleading for another reason. Consider the question whether wage comparisons focus on before-tax or after-tax income. The use of tax reforms as an instrument in combined wage settlements suggests that after-tax income is often crucial. Against this, however, we may note 'the envy sometimes observable in the lesser man of someone who stands so high in the esteem of his employers that they will pay him a seemingly exorbitant sum, though with prevailing income tax rates he may end up having hardly more in his pocket than the man who envies him'. In less contentious language, before-tax income is a measure of prestige. After-tax income has material value, but before-tax income can have an important symbolic value. In some contexts, this may well compete for attention with real-wage comparisons. (In addition, of course, union leaders can choose the representation most likely to appeal to their members.)

Before-tax comparisons need not be a bad thing. Joseph Carens has argued that a system in which people maximize prestige, as measured by before-tax income, could combine the virtues of equality (achieved by redistributive taxation) and efficiency. While other utopian proposals are vulnerable to the objection that people would work too little, this one is open to the charge that it could make them work too hard. Any system in which people are motivated by relativities tends to be inefficient, with people running as fast as they can to remain in the same place. Everybody could be better off if everybody reduced their efforts. The problem, of course, is one of allocating these reductions among people with different skills and preferences. Once again, the bargaining problem is a more serious obstacle to Pareto improvement than is the free-rider problem.

Norms in capital–labour bargaining

The main norms of distribution invoked in bargaining between capital and (organized or unorganized labour) appear to be the following:

1. The norm of maintaining the reference wage
2. The norm of maintaining the reference wage, except when cuts are needed to maintain reference profits
3. The norm that both labour and capital should benefit from any gains in the firm’s earnings
4. The norm that gains from luck (e.g., improved market conditions) should be shared between capital and labour
5. The norm that gains due to increased skills should accrue mainly to the skill holder, be it labour or management
6. The Kalai–Smorodinsky norm that gains should be divided proportionally to the maximal feasible gains of the parties.

A first question concerns the choice of reference wage. If the firm pays its workers a fixed wage and a bonus, there are two possible reference wages, with or without the bonus. The workers’ choice between these levels might depend on their offensive or defensive posture. The higher reference wage will be selected to justify a claim, the lower to rationalize a defeat or an imposed wage cut. This distinction applies quite generally. Choice of norm or of reference group may be dictated by strategic ambition or by resignation.

Next, the second reference wage norm embodies an asymmetry between capital and labour. Capital is allowed to pass on losses to workers, but it is not required to pass on gains. The higher reference wage will be selected to justify a claim, the lower to rationalize a defeat or an imposed wage cut. This distinction applies quite generally. Choice of norm or of reference group may be dictated by strategic ambition or by resignation.

Next, the second reference wage norm embodies an asymmetry between capital and labour. Capital is allowed to pass on losses to workers, but it is not required to pass on gains. While appropriate for individual bargaining, this norm is not a good description of collective bargaining. Here the question is rather one of which gains and losses to share with the workers. Management will certainly resist appropriation of gains due to entrepreneurial skill, relying either on arguments from desert or on the argument that such practices, by destroying the incentive to innovate, have socially

11 In fact, a close victory may be more satisfactory than a crushing one.
14 On the symbolic value of pay see Hyman and Brough (1975), p. 55.
16 Carens (1981) assumes that before-tax income would be an absolute rather than relative goal. But the emphasis he places on social approval as a motive suggests that in practice the members of his utopia would maximize relative before-tax income.
17 Haavelmo (1970). In the concluding chapter I suggest that this proposition may not be universally true, however.

18 Kahneman, Knetsch and Thaler (1986a).
19 Sher (1987).
Workers can use symmetrical arguments with respect to the gains due to increased worker effect. With respect to gains due to sheer luck, neither party can claim any merit or invoke incentive effects in its favour. Sometimes the parties have distinguished between 'good' and 'bad' wage drift – due, respectively, to productivity increase and market conditions – and agreed to keep the latter to a minimum and to subtract it from next year's increases.

Although unions usually demand a share in gains created by entrepreneurial skill, they are not willing to share the losses caused by managerial ineptitude. Indeed, by refusing to do so they may force the firm to mend its ways. If the firm says that there is no room for a wage raise, the union can reply with Marx: 'Impossible! Ne me dites jamais ce bete de mot'.

In a 1958 document, the American Federation of Labor expressed what is probably a prevalent opinion.

There is of course a question of principle, of whether it is a responsibility of workers to subsidize a company by accepting wages which lag far behind those paid elsewhere. . . . The financial difficulties of some companies are due to reasons which cannot begin to be met by restricting wages. . . . Unions are aware that, if an employer knows they will relax efforts to raise wages, he will be more inclined to let his business slide along as in the past, hoping that some broad economic changes will come along to better his position. But if the union keeps pushing firmly for wage advances, the employer is forced to find better ways to run his business to offset the costs of higher wages.

To some extent, of course, this requires the workers to gamble with their own future. The firm might, after all, not be able to mend its ways, and the workers might lose their jobs. In Sweden, this problem has been solved by what amounts to an insurance scheme. In the 1950s, LO embraced the policy 'equal pay for equal work', with the explicit intention of weeding the least efficient firms out of business. The policy was supported by government labour market programs subsidizing training and labour mobility, thus reducing the risk for workers who lost their jobs when their employer was forced into bankruptcy.

In sum, there seems to be a consensus that workers have a right to share the gains created by an increase in their effort. There is an approximate consensus that either both parties share both windfall gains and losses or both fall upon the firm. There is little consensus as to how to share the gains and losses caused by managerial skill or ineptitude. In Sweden, unions have successfully imposed an asymmetrical norm: to get a share of the gains, but not partake of the losses.

I should add that the earnings of the firm are not merely a target for norm-guided claims. They are also a source of bargaining power. Here, as elsewhere, high earnings are a mixed blessing. On the one hand, they enhance the ability to innovate, to participate in collective action or – as here – to weather a strike. On the other hand, high earnings reduce the motivation for these actions. Note, however, that ability is linked to past earnings and motivation to expected profits in the future. We might expect, therefore, firms to be maximally resistant to wage claims at the peak of the business cycle, when past earnings enhance the ability to weather a strike and the prospect of lower profits in the future promotes the motivation to do so. Unions, by contrast, will tend to base their claims on past earnings, which are more easily verified and not as subject to misrepresentation by the management.

The Kalai–Smorodinsky norm differs from the other norms regulating capital–labour relations, being directed towards wage levels rather than increases. In practice this norm often amounts to a requirement that each party to bargaining make some concessions, that is, that neither can expect to get his most preferred outcome. This norm can easily have perverse effects. A union might insist on an outcome ranked third in its own preferences and second in management's preferences, rejecting an outcome ranked second by itself and top-ranked by management. This is a bit like envy, cutting off one's nose to spite one's face, yet not quite the same phenomenon. Rather it is part of a bargaining culture, in which conces-
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20 Slichter (1947), p. 26. Observe that this argument differs from the proposition, discussed in Chapter 4, that confiscatory wage claims, by reducing profits, reduce both the incentive and the opportunity to invest.


22 Marx (1867), p. 477, citing Mirabeau. He is discussing demands on the firm by the state, not by the workers.


25 Mitchell (1986), p. 61, reaches the same conclusion from different premises when he writes: 'A union might seek to establish a position that it wanted to achieve a given nominal-wage increase at least partially protected from inflation by an escalator clause. Management might seek to establish a role for prospective profitability as a guide for wage adjustments. These positions would systematically clash at the peak of the business cycle when inflation might be high but the future downturn was beginning to loom'.
sions in face-to-face confrontation are inherently valuable. For Swedish workers, for instance, wage increases obtained in industry-level bargaining count for more than gains obtained in central bargaining:26 direct wage increases more than increases which follow from automatic index clauses;27 and wage increases in any form more than tax reductions.28

Norms in labour–labour bargaining

Often, unions or bargaining cartels engage in protracted internal bargaining before they agree on a wage profile to be presented to the employers as their common demand. In these internal negotiations, sheer bargaining power appears to count for less than various norms of fair wages. These include, notably, the following:

1. The norm of equal wage regardless of type of work
2. Norms of strong equity: to each proportionately to his X, where X could include effort, hardship, skill, education, seniority or contribution to output
3. The norm of weak equity, or equal wage for equal work
4. The norm of differential equity, or maintenance of wage differences in percentage terms
5. The norm of maintenance of wage differences in absolute terms
6. The norm of payment according to need, as measured, say, by the number of family dependents or the local cost of living

Of these, the most important are the norm of equality and the norms of equity. The norm of equality has many applications to labour markets. In periods of unemployment, for instance, work sharing to provide equal but smaller amounts of work for all is regularly proposed as an alternative to layoffs.29 Random layoffs would also be a form of work sharing, with probabilistic rather than physical equality as the norm.30 In practice, layoffs are governed by a rule of equity: first in, last out. The main application of the equality norm, however, is to wage setting. In this context, the norm of equality dictates equal wages per hour, regardless of the nature of the work and the characteristics of the worker.31

The norm of equality does not require equal wages regardless of the number of hours worked, as in the parable of the labourers in the vineyard. The reward system in that parable, although based on a form of equality, was felt to be inequitable. Among the many equity norms, the least controversial says that each should be rewarded proportionally to the number of hours worked. The norm of equal hourly wages is consistent at least with that norm of equity.

The norm of equality can be defined at many levels, to dictate equality within groups, equality among groups and overall equality among all members of all groups. In Sweden, targets for equalization have included (a) low-wage groups within a given industry, (b) low-wage firms within a given industry, (c) low-wage industries and (d) low-income workers regardless of industry.32 Not surprisingly, it may not be possible to achieve all of these goals simultaneously. Trade-offs and choices have to be made.

Sometimes one can achieve both inter- and intragroup equality in one fell stroke. In the 1930s, the Swedish metal workers demanded and obtained parity with building workers as a condition for levelling within their own group.33 More frequently, the goals cannot be achieved or approximated simultaneously. In Sweden today, private functionaries have a policy of equality with industrial workers as well as a policy of compression of the wage differential within the group.34 The former amounts to an equalization of averages, the latter to a reduction of spread. It is usually not possible to achieve both goals simultaneously. Equalization within one group of workers often occurs at the expense of a lower average growth for the group as a whole, because employers require concessions on the average wage to offset the frustration of their desire for differentials (as discussed later).

When employers trade off average against spread, the impact of intragroup equalization on overall wage equality may also be negative. Thus in 1981 the Metal Workers’ Union declared that ‘the wage differences within the LO-collective have become so small that further evening-out will no longer lead to decreased income disparity in the whole of society. The equalization policy should continue, but it has to embrace all wage-earner groups’.35 For a numerical illustration, suppose that there are two groups of equal size, each of them divided into three subgroups of equal size. Initially, the within-group distributions are $X = [(4, 6, 8), (6, 8, 10)]. After

a round of collective bargaining, the new distributions emerge as 

\[ Y = [(6, 7, 8), (9, 11, 14)] \]

If the first union had not insisted on a solidaristic settlement, the outcome would have been 

\[ Z = [(6, 8, 10), (9, 11, 14)] \]

On any reasonable measure of equality, the overall inequality of 

\[ Y \]

greater than that of either \( X \) or \( Z \).

Conversely, an increase in intergroup equality can occur at the expense of a decrease both in overall equality and in intragroup equality. Assume that one group of workers accept a settlement with higher average and larger spread, so as to achieve the same average wage as some reference group. Specifically, assume that the initial distributions were 

\[ U = [(5, 6, 7), (6, 8, 10)] \]

After negotiations in which the first union abandons the solidaristic policy, the distributions are 

\[ V = [(5, 8, 11), (7, 9, 11)] \]

If it had kept the solidaristic policy, the outcome would have been 

\[ W = [(6, 7, 8), (7, 9, 11)] \]

Although the union averages are closer to each other in \( V \) than in \( U \) or \( W \), both overall inequality and inequality within the first union are greater in \( V \).

The implications of the norm of equality depend on the context. In constant-sum situations, it simply says that the given total is to be divided equally among the members. In variable-sum situations, we can distinguish among three norms of equality. **Nonenvious egalitarianism** tells us to divide equally up to the point where further equalization would make some worse off without making anyone better off. **Weakly envious egalitarianism** tells us to divide equally up to the point where further equalization would make everybody worse off. This norm is consistent with changes that make some worse off without making anyone better off (‘If I can’t have it, nobody will’). **Strongly envious egalitarianism** insists on absolute equality even if it makes everyone worse off (‘cutting off one’s nose to spite one’s face’). Numerical illustrations are provided in the following paragraphs.

Collective wage bargaining is sometimes portrayed as variable-sum bargaining between capital and labour followed by constant-sum bargaining among the workers to divide up the wage kitty. Often, however, the two processes are related, since the employer is frequently willing to accept a higher average in return for larger wage differentials which are deemed necessary to attract or retain certain categories of workers. Labour—labour bargaining then also becomes variable-sum. Suppose there are three equal-size groups of workers and that the union must formulate a preference over the following wage profiles:

\[ A = (5, 6, 7), B = (5, 6, 8) \text{ and } C = (4, 7, 8) \]

In the absence of envy, the union will prefer \( B \) over \( A \). An envious union would have the opposite preference. (A strongly envious union would even prefer \( D = (4, 4, 4) \) over any other profile. In the following I assume the absence of strong envy.) Any egalitarian union will rank \( C \) at the bottom. The employers, let us assume, prefer \( C \) over \( B \) and \( A \). Their top-ranked alternative is the egaliatarian union’s least preferred option. We can safely predict that it will not be chosen.

Assume first that employers prefer \( A \) over \( B \) because \( A \) is cheaper overall and \( B \) is not sufficiently differentiated. If the union has nonenvious egalitarian preferences, the outcome is likely to be \( A \). Whenever a conflict of interest includes an alternative that is both parties’ second choice, that option is likely to be the outcome. If the union has weakly envious preferences, \( A \) might appear to be even more likely to be chosen, being the first choice of the union and the second choice of the employers. Assume next that employers prefer \( B \) over \( A \) and that the union has nonenvious egalitarian preferences. In that case, \( B \) is likely to be chosen, being the union’s top-ranked option and the second-ranked option of the employers. If the union is weakly envious, \( B \) is still likely to be chosen, as each party’s second-best alternative.

In this analysis I made the seemingly innocent assumption that if one alternative is chosen when it is the second choice of both parties, its likelihood of being chosen cannot decrease when it becomes the first option of one party. The intuition behind the Kalai–Smorodinsky analysis of bargaining is that this assumption may be false. The bargaining culture makes it easier to reach agreement when the conflict of interest is so strong that neither party can gets its first choice than when their interests converge to the point where one party’s first choice is the other’s second choice.

Consider now norms of equity. A norm of equity singles out some feature of the worker or his work by virtue of which he is entitled to a certain level of wages. If the feature is measurable on a ratio scale, the norm might take the form ‘To each proportionately to his \( X \)’, referred to earlier as norms of strong equity. In practice, such norms are often impracticable or
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36 This paradox can also arise in attempts to equalize average income of men and women or the average incomes of different countries. If one believes (as I do) in a principle of ethical individualism, attempts to create equality among groups are basically misguided if they cause greater inequality among individuals.

37 This is why, for instance, two royal pretenders to a throne may be able to agree on a president as a compromise (Marx 1852, p. 166).
irrelevant. Many relevant criteria, such as effort or hardship, cannot be measured on a ratio scale. When a relevant criterion can be thus measured, the norm of proportionality may not be plausible. Length of education or duration of employment, for instance, is frequently used to set wages, but never by proportionality.\(^{38}\) In such cases, the norm of strong equity takes the form ‘To each proportionately to \(f(X)\)’, where \(f\) is a monotonically increasing function.

In addition, three other norms of equity, which are implied by strong equity without implying it, are important in bargaining. First, the norm might say, ‘Higher wages for higher \(X\)’, without requiring proportionality. Call this ordinal equity. This norm requires that \(X\) be measurable on an ordinal scale. It explains, for instance, why highly skilled engineers are usually not allowed to earn more than the managers from whom they take orders.\(^{39}\) Second, there is the important norm of ‘Equal wages for equal \(X\)’, referred to above as the norm of weak equity. This norm does not require any ability to measure \(X\) on a scale, but simply the ability to identify a given job as member of an equivalence class. Third, there is a norm of differential equity: the maintenance of constant (per cent) wage differences between given \(X\) categories. It is often complained that the maintenance of wage differentials has become a goal in itself that prevents the establishment of an equitable system. In practice, however, the focal-point quality of the status quo ensures that differential equity has a strong grip on the mind. One can subvert it to some extent by choosing absolute differences rather than per cent differences as the focus of comparison.

The substance of an equity norm is given by the choice of \(X\). (a) Marx argued that in the lower stage of socialism one should follow the norm of strong equity, with \(X\) defined as contribution.\(^{40}\) (b) Equity theorists in social psychology have also equated \(X\) with contribution, usually operationalized as time, effort or achievement.\(^{41}\) (c) The neoclassical theory of income distribution says that under perfect competition each factor of production will be rewarded according to its contribution, defined as marginal product.\(^{42}\) Since perfect competition is a desirable state, because of its efficiency properties, distribution according to marginal productivity also has normative force. (d) The functionalist theory of social inequality predicts and recommends that people be rewarded according to the social value of their skills.\(^{43}\) (e) In Sweden, LO has for many years advocated a ‘difficulty-grading’ of work that would allow an equality wage system. The grading would take account of skills, education, risks and hardships, seasonal unemployment and other factors. No consensus on details has been reached, and it is safe to bet that none will ever be.\(^{44}\) (f) Ideological correctness (biaoxian) has been and remains a major factor in reward allocation in China.\(^{45}\) (g) Reward according to seniority is a major principle in many industrial systems. (h) Reward according to age also has a role to play, as when older workers are allowed to take longer holidays. But age is rarely a factor in wage determination. (i) Finally, reward according to one’s place in the hierarchy is an important norm of equity.

Arguments to use a given \(X\) as the basis for an equity norm are of three kinds. First, there are the pure backward-looking systems: reward according to entitlement, desert or moral worth.\(^{46}\) Rewarding according to age is a pure example. Reward according to ideological merit also fits this category. Sometimes reward according to seniority is also justified on these grounds. Second, there are the pure forward-looking systems that allocate wages where they will produce the most good. A differentiated wage system enables the firm to allocate higher wages to attract or retain the most scarce – but not necessarily the most skilled – types of labour power. Third, there are a number of mixed backward-forward-looking systems. Schematically speaking, these operate as follows. At time \(t_1\) it becomes known that at time \(t_2\) rewards will be allocated according to effort, skill or contribution at time \(t_2\). The creation of a backward-looking system is justified by a forward-looking argument from incentives: if people know they
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38 An exception occurs when \(X\) is the number of hours worked. As mentioned earlier, this equity norm is so weak that it is usually consistent with the norm of equality. A conflict might arise, however, if the determinant of the number of hours worked is ability rather than motivation (Dworkin 1981).

39 Or perhaps we should put it the other way around: it explains why managers have to earn more than the highly skilled engineers to whom they give orders.

40 See Elster (1985d), sec. 4.3, for a discussion of these principles.

41 Messick and Cook, eds. (1983); see also Deutsch (1985).

42 Bronfenbrenner (1971).

43 Davis and Moore (1945).

44 Elvander (1988), ch. 5, has a full account of these chimerical attempts.

45 Walder (1986), ch. 4 and passim. Allocation according to biaoxian coexists with and is tempered by the principle of guanxi explained in Chapter 3. In Walder’s phrase, biaoxian is a form of principled particularism, while guanxi represents the more familiar unprincipled particularism.

46 A good example is the demobilization system used in the U.S. Army at the end of the Second World War (Stouffer et al. 1949, vol. 2, ch. 11). Here soldiers were graded on a point system that took account of length and danger of service, soldiers with higher scores being demobilized before others.
will be rewarded according to past effort, they have a reason to work hard. If they know they will be rewarded by seniority, they have an incentive to stay in the firm. Pure backward-looking systems tend to become mixed. Religious doctrines that promise salvation in return for good works usually add that the reward will not be forthcoming if the works are undertaken for the sake of salvation. In practice, the warning is rarely heeded. Conversely, some mixed systems over time can also be perceived as pure backward-looking ones. Reward by seniority and the finders-keepers rule are examples of principles that have been justified both on mixed (or rule-utilitarian) grounds and on backward-looking, rights-based grounds.

Like the norm of equality, norms of equity can be sustained by envy. When A is paid more than B for work requiring the same qualifications, B may feel indignant even if the excess does not occur at his expense. It is quite possible that public functionaries ultimately benefit from the higher wages of their private counterparts. Public functionaries are largely paid out of taxes levied on workers and firms in private industries. Some wage differentiation in the latter is probably good for productivity, since solidaristic wage policies tend to increase youth unemployment with long-term adverse effects. If public functionaries use a backward-looking criterion of equity, like education or effort, they might still believe that private functionaries are rewarded in excess of what they deserve. For the envious, there is no such thing as what Leibniz called ‘the right to innocent utility’—the right to benefits that do not occur at anyone else’s expense. I have more to say about envy in the final chapter.

Norms versus self-interest in bargaining

The purpose of the preceding sections was mainly descriptive. I have been concerned to bring out the variety of norms that are invoked in collective bargaining. In this section I discuss some analytical issues related to the explanation of norms and their impact on the outcome of bargaining. In particular, I consider four views of the relation between norms and self-interest. (a) Norms operate within a range of indeterminacy left by market interaction based on self-interest. (b) Norms are not taken seriously by anyone, but are deliberately invoked to promote and rationalize self-interest. (c) Norms are taken seriously, but self-interest provides the (unconscious) mechanism that explains why any particular norm is (sincerely) invoked in a given situation. (d) Norms that work against one’s self-interest can have motivating power. Assuming that norms are not all-powerful, the problem then becomes one of understanding how norms and self-interest interact to produce the final outcome.

A widespread view, especially among British writers on collective bargaining, is that norms and custom operate in the labour market to fill the ‘indeterminacy left by market forces’. On this view, social norms have no power that could oppose market forces and cause the outcome to differ
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47 Salvation, in other words, is essentially a by-product (Elster 1983a, p. 74).
48 A similar degeneration of reward according to ideological merit is described by Walder (1986).
50 For an account of Leibniz’s view, see Elster (1975), pp. 135–8.
from what it would be if the market reigned supreme. Rather they take up the slack left by strictly economic forces. The nature and cause of this indeterminancy are, however, never made quite clear. Perhaps what these writers have in mind is the alleged indeterminancy of bargaining or, if you prefer, the indeterminancy of the 'thin' markets created by collective bargaining as distinct from perfect markets with individual wage bargaining. Competition forces determinacy, whereas a small number of sellers and buyers makes for indeterminacy. From the discussion in Chapter 2, it is clear enough that bargaining often involves considerable uncertainty that cannot be resolved by rational, norm-free negotiations. Norms of equality and equity, or the norm of maintaining established reference levels, can then indeed fill the gap.

The role of social norms is more important, however, than this account would suggest. Norms can replace rationality, not just supplement it. In Chapter 2 I argued that the monotonicity axiom and the Kalai–Smorodinsky solution concept cannot be defended on grounds of individual rationality. Rather they are rooted in perceptions of fairness. 'It is not fair that you should get nearly the best outcome you could hope for while I fall far short of my maximum. Fairness requires proportionality to maximal achievement'. The importance of reference points in bargaining is also inconsistent with self-interested rationality. Rationality would dictate that bygones be bygones. Each new round of bargaining should start from a clean slate, so that wage differences across firms and wage increases within firms would be explained in the same manner. The downward stickiness of wages is extremely hard to square with this view. The willingness of strong unions to accept wage increases that are smaller in relative terms than those granted to other unions would also be a mystery for theories in which outcomes are dictated exclusively by bargaining strength.

Other writers grant the widespread appeal to norms but deny that norms ever make a difference to the outcome. The plethora of norms that are relevant to the labour market is such, they argue, that virtually any claim can be backed up by a suitable norm. Labour and management consciously pick the norms that favour their interest. Although I shall end up denying both this view and the closely related view that self-interest provides the unconscious mechanism that explains why certain norms are more salient than others, both ideas contain an important element of truth.

To see the strength of the reductionist views, recall that we have defined six norms regulating capital–labour relations and an equal number of norms regulating labour–labour relations. Most of these norms can be presented in several versions and refined in various ways. (a) The wage may be defined in real or nominal terms. (b) It may be defined in terms of the contract wage or in terms that also include normal income from overtime. (c) The wage may be defined in before-tax or after-tax terms. (d) The reference group for wage comparisons can be other workers in the firm, other workers in the industry, other workers with similar education, other workers in the local wage area or still other groups. (e) Norms of equity can invoke a large number of substantive criteria (effort, skill, seniority, etc.).

Moreover, for each norm there arise questions of interpretation and implementation, which are themselves a matter of normative considerations. Any 'standard of comparison' must be supplemented by a 'standard of distribution'. For instance, the norm of reward according to need may be defined by number of dependents, but it can also be understood by personal characteristics such as health or by local costs of living. The norm of reward according to contribution is relatively unambiguous if the different kinds of labour interact additively. If, however, they interact multiplicatively (as in standard production functions), the identification of individual contributions is much more controversial. Even the apparently simple rule of seniority turns out to harbour a morass of complexities.

Taking account of all possible permutations, the number of plausible-sounding norms is certainly well into three figures. It would be a particularly unfortunate or inept group that did not find some norm with which to justify its claim to a larger share. There is no lack of opportunity to engage
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53 Many explanations of the stickiness of wages have been proposed, not all of them involving normative considerations. For surveys, see Stiglitz (1986) and the essays in Becker,ed. (1986). Some of the non-normative explanations seem implausible and contrived compared with the much simpler explanation that the resistance to lose what one has is much stronger than the resistance to accept less in the first place. Other non-normative explanations, such as the theory of efficiency wages, are more plausible. (For a survey of these theories, see Akerlof and Yellen, eds. 1986). As noted earlier, however, some efficiency-wage theories incorporate fairness motives.

54 See, e.g., Lockwood (1955) and Wootton (1962). Other representatives of this view are cited in Hyman and Brough (1975), p. 79.


56 Selten (1978a, 1987).

57 As suggested by Marx in the Critique of the Gotha Program.

58 Camerer and MacCrimmon (1983).

59 For an overview of the 'circumstances under which seniority may be acquired, transferred, modified, lost and, if such be permitted, regained', see U.S. Department of Labor (1972). The concept of seniority used in competitive allocations (promotions and layoffs) is not the same as the concept used in noncompetitive situations (vacations and pensions).
in conscious manipulation of norms. And there is no doubt that workers and managers often do invoke or exploit norms in a purely opportunistic fashion. In addition to the labour market norms enumerated earlier, they can exploit general social norms such as the norm of reciprocity. Howard Raiffa observes that if you want to sell your house and go out to dinner with a prospective buyer, you should always insist on paying for yourself.\textsuperscript{60} Otherwise, the norm of reciprocity might cause you to accept $10,000 less for your house in return for the $10 dinner. \textsuperscript{60} Willman (1982), p. 36. \textsuperscript{61} Hyman and Brough (1975), p. 80.

Against this we can set the argument made in Chapter 3, that the cynical view of norms, if taken to extremes, is self-defeating. The point is often made in the industrial relations literature. 'If appeals to fairness were not at times made sincerely, their insincere use would have no point'.\textsuperscript{61} ‘It is difficult to explain the continued use of moral arguments if it is assumed that they are merely a façade. Presumably, continued cynical use of such arguments in an unjustifiable fashion would so devalue the “moral currency” of industrial relations that sympathy and support would cease to be encouraged by their use’.\textsuperscript{62} Willman (1982), p. 1.

I believe these arguments are essentially right. A counterexample might be the ‘culture of hypocrisy’, which, or so I argued in Chapter 3, predominates in the Soviet Union and in China. Even when it is common knowledge that nobody believes in the norms, they may still be useful tools for manipulation and self-promotion.\textsuperscript{63} The system might crumble overnight if a person of high authority said that the emperor had no clothes on, but as long as this does not happen everyone goes along. I do not fully understand the psychological processes that sustain this feat of collective self-deception, but in any case they do not seem to operate in the labour market. Most workers (and managers) sincerely believe in all the norms enumerated earlier, in the sense that there are frames of mind in which their violation by oneself or others induces guilt, shame or anger. The righteous indignation that leads workers to strike has no resemblance to the make-believe enthusiasm of workers in socialist countries.

\begin{itemize}
\item \textsuperscript{60} Raiffa (1982), p. 36.
\item \textsuperscript{61} Hyman and Brough (1975), p. 80.
\item \textsuperscript{62} Willman (1982), p. 1.
\item \textsuperscript{63} Walden and Sabel and Stark (1982) argue that managers in Communist countries are victims of the official egalitarian ideology, which provides workers with strong leverage in informal shop-floor bargaining.
\end{itemize}

There is, nevertheless, the possibility that people unconsciously choose the distributive norm that favours them. In support of this hypothesis, let me first cite two allocative problems from outside the labour market. When asked their opinion about the fairness of different criteria of admission to medical school, students with a bad scholarly record ranked an even-chance lottery over a lottery weighted by grades, and the latter over a pure merit-based system, whereas those with a better record ranked the pure lottery at the bottom.\textsuperscript{64} When asked their opinion about the fairness of different criteria for demobilization from the army at the end of World War II, the principle that married men with children should be let out first was most popular among married men with children, less popular among married men without children and least popular among single men.\textsuperscript{65}

Blue-collar and white-collar workers tend to invoke different norms of equity, the former arguing that work should be rewarded according to the burdens imposed on the workers and the latter that wages should reflect skills and benefit to society.\textsuperscript{66} Although norm-free bargaining will also reflect these aspects of work, they may gain extra force if embodied in explicit norms. The following experimental finding may be understood in the light of this difference. ‘Subjects who worked for ten hours when another person worked seven, judged that the mean fair pay for themselves was $35.24 when the other person had been paid $25. However, when they themselves had worked seven hours and had been paid $25, subjects judged the fair pay to others to be $30.29’.\textsuperscript{67} In the first condition, subjects might naturally focus on the increasing disutility of work, with a corresponding norm of reward according to toil. In the latter condition, the decreasing productivity of effort might be more salient, with a norm of reward according to output. The diverging perceptions of the striking LKAB miners – were they underdogs or part of the aristocracy of labour? – can perhaps be understood in this perspective.

Probably the most widely cited example from the labour market is the adherence of low-wage groups to the norm of equality and of high-wage groups to norms of equity. On the one hand, women argue for higher wages for the low-income occupations in which they are disproportionately represented. On the other hand, higher functionaries argue that wages must reflect education. Both groups explicitly refer to norms of fairness, albeit

\begin{itemize}
\item \textsuperscript{64} Hofstee (1983).
\item \textsuperscript{65} Stouffer et al. (1949), vol. 2, ch. 11.
\item \textsuperscript{66} Hyman and Brough (1975), p. 49.
\item \textsuperscript{67} Messick and Sentis (1983), p. 70.
\end{itemize}
to different norms – namely the norms that happen to coincide with their self-interest. Here, too, experiments yield similar results. There is a clear tendency for low-efficiency subjects to prefer the norm of equality over the norm of equity, while high-efficiency subjects have the opposite preference.\textsuperscript{68}

It is hardly surprising that the appeal to norms has a self-serving aspect. It is more interesting to note that many individuals espouse norms that go against their material interests. Some experimental studies\textsuperscript{69} find evidence of a ‘norm of modesty’ that leads low achievers to prefer equity and high achievers to prefer equality. Among the students with good scholastic records, a majority preferred the weighted lottery and a non-negligible chance of rejection over merit selection and certain acceptance. Among married men with children, only 60 per cent thought married men with children should be demobilized first, whereas 27 per cent of single men held this preference. There is a correlation between self-interest and conceptions of fairness, but it is far from perfect.

This conclusion also appears to be borne out in the labour market. In the 1960s and 1970s, the norm of equality had a strong hold in the LO unions whose members were being asked to moderate their claims in favour of low-income groups.\textsuperscript{70} On purely self-interested grounds, the adherence of high-wage unions to solidaristic wage policies might seem inexplicable. What is in it for them, except the satisfaction of seeing justice done? As we saw in Chapter 4, they do have an interest in cooperative policies, which reduce inflation and unemployment and create more investment and public goods. The terms of trade, however, remain to be decided: will the wage profile be more or less egalitarian than it would have been under decentralized labour–capital bargaining?

There are three possibilities. (a) If the labour–labour bargaining on this issue were purely a matter of bargaining power, the profile would be less egalitarian than a decentralized profile. Highly paid workers can credibly claim to survive even in the jungle of decentralized bargaining, following the general ‘Matthew effect’ in bargaining. Hence they can credibly demand the lion’s share of the benefits from collective restraint. (b) The norm of equity would suggest the same profile of relative wages as that which would obtain under decentralized conditions, assuming that decentralized bargaining would reward workers more strictly according to contribution. Here the determinant of the profile is the bargaining power of unions vis-à-vis employers, not vis-à-vis each other. (c) Nevertheless, high-income workers often end up embracing solidaristic policies, which impose a more egalitarian wage profile. A plausible explanation (but not the only one, as we shall see) is that they actually share the norm of equality. At any rate, it is clear that something is preventing them from exploiting their bargaining power to the hilt.

The problem is that what seems like non-self-interested subscription to a norm that favours another group may turn out to be self-interest in disguise. Consider the striking stability of flat-rate income differentials in many industries. H. A. Turner notes that in Britain ‘the average differential between the various engineering district rates for labourers and fitters, for instance, was constant from 1926 to 1948 at 16/- per week, although rates nearly doubled in this period’.\textsuperscript{71} Among the considerations he adduces to explain this striking constancy, one relies squarely on the norm of equality: ‘Among craftsmen (and particularly in the building trades where skilled men and labourers work in close co-operation) one meets the argument that the labourer needs as much to live as any other’. Another consideration, however, is couched in terms of self-interest and refers to ‘the craftsman’s fear of undercutting by the unskilled worker’.\textsuperscript{72} Better-paid workers have an interest in increasing the income of the lower-paid groups to reduce employers’ incentive to substitute.\textsuperscript{73} An agent who exercises his monopoly powers stands the risk of losing it,\textsuperscript{74} and one may pull one’s punch out of self-interest as well as of solidarity.

In a loosely analogous manner, it may be in the self-interest of high-wage workers in Sweden to embrace solidaristic wage policies. Assume, namely, that the norm of equality is so strong among low-wage workers that they would rather not have any central agreement at all than one that did not have a low-wage profile. In that case, high-income workers have to accommodate themselves to the strongly held norms of low-income groups, whether or not they believe in the norm for themselves. We saw in Chapter 3 that if belief in a norm enables the weak to say, credibly, that they will cut off their nose to spite their face, the strong will have to yield, at least if they are rational. True, the strong may also be moved by a norm. Per-

\textsuperscript{68} Messick and Sentis (1983) is the most complete statement and defence of this view.
\textsuperscript{69} See references in note 95 to Chapter 3.
\textsuperscript{70} Elvander (1988), p. 265.
\textsuperscript{71} Turner (1952), pp. 241–2.
\textsuperscript{72} Ibid., p. 248.
\textsuperscript{73} Swenson (1989), p. 27.
\textsuperscript{74} This lies behind the ‘imperialism of free trade’ (Kindleberger 1975).
haps high-income groups genuinely believe in a norm of reward according to contribution. Yet if, as is probable, that norm’s grip on their mind is too weak to sustain similar sacrifices, they will end up yielding to the norm of equality. 75

I do not really believe in the argument just sketched. I am confident, that is, that high-income workers, too, feel the pull of the norm of equality, because of its central place in the working-class movement. The purpose of the argument was simply to show that even if they do not, they may have to act as if they did. A similar and more plausible analysis can be made with respect to the ‘efficiency-wage’ argument that it is in the employer’s interest to raise wages so as to motivate the workers. Usually, the argument relies on deterrence effects. By raising wages, employers ensure that workers have more to lose if they are caught shirking and are fired. 76

The argument can also, however, invoke ‘morale’ effects. Workers whose wages drop below their reference point 77 or who earn less than other members of their reference group 78 might be demoralized to the point where productivity is adversely affected. In that case, it may be in the firm’s interest to raise their wages, thus acting ‘as if’ it shared the norms of the workers. ‘If workers exhibit such irrationalities, it pays for firms to reflect those irrationalities in their wage-setting policies’. 79

I have argued that in labour–labour bargaining or in capital–labour bargaining, a norm-guided agent often does better than a purely rational interlocutor because of his willingness to suffer irrational sacrifices. Robert Frank uses a similar observation to argue that norms of fairness are self-interest in disguise. 80 Suppose that A and B are bargaining over $1000, and that A is somehow able to precommit himself to an insistent offer of $900. Under those circumstances, it is clearly in B’s interest to accept the $100, although the distribution is very unfair to himself. Yet if he feels sufficiently strongly about the unfairness of the distribution, he may refuse the deal altogether, forgoing the $100 rather than accept the unfair distribution. There is evidence that people behave like this in experimental situations, 81 and it is easy to think of real-life analogues. The knowledge that B might react in this way provides A with a reason for not precommitting himself. Hence B ends up better off as a result of his desire for fair distribution. So far, so good. Frank goes too far, however, when he suggests that norms of fairness can be explained by these benefits. In the first place, he would have to show that the overall effect of believing in fairness is beneficial, rather than citing one example in which it is useful to do so. When people have incompatible notions of what is fair, they may not be able to reach any agreement at all. Rigid adherence to a norm can be disastrous in the face of rigid adherence to another norm. In the second place, even had he demonstrated a positive net effect, it would still not follow that it explains the behaviour that causes it.

Hence we see that the relation between norms and self-interest is twofold. On the one hand, because and to the extent that people adhere to norms, they are willing to act against their self-interest. On the other hand, norm-induced willingness to break off negotiations rather than accept an unfair outcome may compensate for lack of bargaining power. Hence adherence to norms can also serve one’s self-interest. One should not infer, however, that it is rational to believe in norms, any more than one should infer that it is rational to be a homicidal maniac. Although the maniac often gets his way, his fate is, in general, not an enviable one. 82

An additional argument for the reality of norms relies on the need for consistency in appealing to them. As I remarked in Chapter 3, it is difficult to invoke a norm in one situation where it serves my interest and then refuse its relevance in another, similar situation where it works against me. My self-image as a person constrained by social norms will not allow me to act in this way:

The representative [bargaining on behalf of union members] may be able to pick and choose between comparisons in the interest of a seductive negotiating case, but a workforce, although it may shift the emphasis of its attention between more than one salient reference group, cannot flit around a range of them or adopt fresh ones with any nimbleness... 83

---

75 There is, however, a difference between this case and that discussed by Turner. In his analysis, the pulled-punch argument did not rely on anyone believing in any norms. In the conjectural analysis of the Swedish case, the apparent espousal by high-wage groups of the norm of equality relies on the low-wage groups sincerely espousing it.


78 Oswald (1981), p. 271. This article considers the interaction of the ‘morale’ effect and the ‘implicit threat’ effect discussed in Chapter 4.


80 Frank (1985), p. 21; see also Frank (1988), ch. 9.

81 Kahneman, Knetsch and Thaler (1986b).

82 See also Elster (1985c) for the general issue of the rationality of the emotions.
few employees take aggressive action against their employers without a sense of legitimate grievance.83

Equally importantly, others will not allow me to get away with ad hoc invocation of norms. There is a clear social norm to the effect that if one party opens up a certain line of argument or invokes a certain social norm, it stays on the table forever. Legal rules for cross-examination of witnesses reflect this norm: a line of inquiry may be closed to the prosecution unless the defence brings it up.

This principle — one may think of it as the 'Pandora's box' principle — has several applications to wage bargaining. Consider first the obligation to disclose information. Under U.S. labour law, 'attempts by management to show “inability to pay” may create a potential entitlement, on the part of the unions, to a wide range of organizational information'.84 More generally, 'employees will eventually become suspicious of management which sees fit to “open the books” only when the firm is in trouble'.85 A firm may end up in better shape if, as a matter of principle, it never opens its book than if it lets itself be tempted to open them on one occasion in which it is in its interest to do so.

The ability-to-pay criterion itself is a two-edged sword, in the hands of either party. From the union's point of view, 'although ability to pay may appear merely to have a "ratchet" influence in that it appears to be used in wage demand rationalizations only when it is favourable to the union case, in fact "inability to pay" may also depress the union's expectations'.86 As another writer says, 'Labor cannot expect to have its cake and eat it too. If wages are to be pushed up when and as each employer has or appears likely to have especially high profits, then it would seem only logical that wages paid by any employer should go down when his profits decline'.87

From the employers' point of view, the appeal to the ability-to-pay criterion during the Great Depression may, in the long run, have set a dangerous precedent. 'Once it became clear that the post-war period would not feature a return to the Great Depression, the business community lost its interest in ability to pay as a criterion for wage setting'.88 Yet bygones are not always bygones; the past cannot be undone; and what has been will be. 'If the Great Depression had never occurred, if certain government policies had not been adopted, notions of fairness might be different'.89 Departures from equilibrium may bring into existence new social norms that persist when equilibrium is restored.90

The Great Depression had a similar effect on norms of collective bargaining in Sweden. In the 1930s, wages of metal workers lagged behind those of construction workers. The strong dissatisfaction of the metal workers with the existing wage differentials was a major cause of the move towards centralized bargaining.91 Later, when the metal workers became the high-wage outliers, they were bound by their past appeals to solidarity. As early as 'the beginning of the war, there were already some who thought that Metall had blundered by becoming the standard bearer for the idea of solidaristic wage policy in 1936. Certainly, it had been the underdog then, but now that they were better off, it gave them the moral obligation to show solidarity even when it was to their disadvantage'.92

The final view to be discussed is that norms of fair distribution and self-interest jointly determine the outcome of bargaining. This view seems to me obviously correct, but it does not pack much punch until we have specified the precise mechanism of interaction. One general observation is that normative considerations seem to be more important at the central level, whereas plant-level negotiations are more exclusively determined by bargaining strength. In particular, relative-wage considerations seem to matter less in local bargaining.93 Centrally determined solidaristic wage policies are to a considerable extent offset by local wage drift. There is little doubt, however, that sometimes normative and norm-free elements interact at the same level of bargaining. How do they interact?

The task is to measure normative appeal x and bargaining strength y, and to determine the outcome of bargaining as a function f(x, y) of these arguments. Looking back to the discussion of Chapter 2, there are several ways in which normative considerations might be captured. 'Irrelevant al-

83 Brown and Simon (1975), p. 32.
84 Foley and Maunders (1977), p. 149.
85 Ibid., p. 39.
86 Ibid., p. 124.
89 Ibid., p. 72.
90 A similar, better-known proposition applies to social institutions. The redistributive institutions of contemporary societies also owe much to the temporary disequilibrium in the 1930s.
93 Calmfors (1986). Nilsson (1987) cites, however, several instances in which wage drift is influenced by wage relativities.
ternatives', that is, the outside options of the parties, can have a normative effect if the workers are motivated by the desire to preserve income differentials. The best feasible outcomes of the parties could also affect normative strength, as in the Kalai-Smorodinsky solution. In addition, reference earnings could be used as an indicator of \( x \). Bargaining strength could be captured by the inside options of the parties or by cruder indicators such as the size of the strike funds. What could the function \( f \) look like? The following passage amounts to saying that in capital–labour bargaining, 

\[
  f(x, y) = g(\min[x, y]),
\]

where \( g \) is an increasing function of its argument:

If material and ideological factors are both of importance in influencing the process of pay determination, however, it would appear that they interact in a manner singularly unfavourable to the interests of trade unionists. . . . employee groups without adequate collective strength are unlikely to benefit significantly from moral righteousness; yet the limited availability of normative rationale for pay demands of stronger groups is likely to inhibit the effective exercise of their power. \(^{94}\)

In other words, normative power constrains the strong but does not help the weak. The argument is made for British collective bargaining, about which I know little. \(^{95}\) It does not sound plausible, however; and it certainly does not apply to collective bargaining in the Scandinavian countries. Here it would be more tempting to say that in capital–labour bargaining, 

\[
  f(x, y) = g(\max[x, y]),
\]

function \( f(x, y) = x^r y^l \) is implausible since it assigns no weight to pure bargaining strength. A better suggestion might be \( f(x, y) = ax + by + cxy \).

These are, however, very mechanical proposals. A more intuitively meaningful approach to the question can be derived from Fig. 6.2.\(^{97}\) Action takes place under constraints. Hard constraints are those given by the laws of physics, biology, or economics: we cannot walk on water or spend more than we earn. As mentioned in Chapter 3, social norms may to some extent be perceived as soft constraints on action. To this distinction between different types of constraints we may add a distinction between different modes of operation of the constraints. The standard view is that constraints do not affect outcomes unless they are binding. Thus, changes in ‘irrelevant alternatives’, that is, alternatives that would not be realized under any circumstances, cannot affect the outcome. Against this, we may set the view that constraints can ‘act at a distance’, so that changes in irrelevant alternatives can affect the outcome. In Chapter 3, this distinction was used to contrast the Nash and Kalai–Smorodinsky solution concepts. In that discussion, however, it was taken for granted that the constraints in question were hard, economic ones. Now we may admit the possibility of soft or social constraints, and make a similar distinction between two ways in which they can affect action. In Case I, norms affect outcomes only when they are binding. Let us assume that the managers have a reference level of profits and the workers a reference level of wages. If the outcome of norm-free bargaining respects both reference levels, the norms have no

\(^{94}\) Hyman and Brough (1975), pp. 82–3.

\(^{95}\) A similar argument (also about Britain) is made by Brown and Simon (1975), p. 29.

\(^{96}\) Bazerman (1985).

\(^{97}\) The following is inspired largely by Barth and Iversen (1988).
role. In Case II, by contrast, norms can affect the outcome even when they are not binding. The workers might say to themselves, 'It's not fair that we should just get our reference level of wages whereas the firm gets a large increase in profits compared with the reference level'. In that case, norms enter doubly into the explanation of the outcome: both as constraints and as part of the mode of operation of the constraints. In Case I and in the Kalai–Smorodinsky solution, they enter only once, albeit differently in the two cases.

Norm conflicts in bargaining

We may distinguish among the following cases of two-party bargaining.

(a) The bargaining is merely a matter of bargaining strength, with no place for norms. (b) One party believes so strongly in a norm of fair distribution that the other party is constrained by its self-interest to accept the outcome dictated by that norm. (c) Both parties believe in a norm that favours one of them. (d) The two parties believe in different norms. The most frequent case arises if each party subscribes to a norm that favours its interest, but other cases may also occur.

The first case, norm-free bargaining, can easily lead to an impasse, because the parties are uncertain about each other’s preferences or have pre-committed themselves to incompatible positions. The parties may eventually reach agreement, but only after considerable losses have been incurred. Cases (b) and (c) are more likely to yield a negotiated solution. Case (b) may for practical purposes be represented as a precommitment by one party that preempts similar tactics by the other. Case (c) does not require further comment. The last case, norm conflict, is less likely to yield negotiated solutions. In norm-free bargaining, the only thing at stake is self-interest, a mild if mean-spirited passion. In norm conflict, the parties argue in terms of their honour, a notoriously strong passion capable of inspiring self-destructive and self-sacrificial behavior. Belief in incompatible norms is a bit like precommitment to incompatible positions, although less irrevocable as an obstacle to agreement. It is possible to back down from a norm-motivated claim, whereas the very point of a precommitment is to make it impossible to back down. The norm of never retreating is less binding than the action of actually burning one’s bridges. Compromises are possible between opposing norms, if one or both parties pour some water in their wine and let self-interest override honour.

I shall use the norm of equality and the various equity norms to illustrate norm conflict. The relation between equality and ordinal equity is indeterminate and not very interesting. Since this concept of equity is purely ordinal, it is consistent with nearly equal remuneration for all jobs as well as with highly differentiated wage systems. The relations between equality, on the one hand, and strong equity, weak equity and differential equity, on the other, are more important. I shall discuss them in this order, with a view to the possibility and modalities of reconciliation and compromise.

Consider first the conflict between equality and proportionality. This conflict appears clearly in the allocation of ministries to the members of a coalition government, where equality dictates that each party get the same number of ministries whereas equity demands that ministries be allocated proportionately to seats in parliament or to the percentage of the vote. A priori, we might expect a compromise to be reached: the smaller members of the coalition get a more than proportional number of ministries, yet fewer than the larger parties. I believe that the internal power structure of central labour unions also reflects this principle: the smaller unions carry more weight than size alone would suggest, yet less weight than the larger ones. As a consequence, centrally negotiated wage agreements tend to be somewhere in-between equality and strong equity. A different type of compromise is reached in the U.S. Congress, where the norm of equality is embodied in the Senate and the norm of proportionality in the House of Representatives.

Consider next the conflict between equality and the weak norm of equity. Sometimes, these two goals can be reconciled. In Sweden, as in many other countries, there is a ‘double imbalance’ between private and public functionaries. Higher functionaries in private industries earn more and lower functionaries earn less than their public counterparts. To restore equity, one could either compress the differentials in the private sector or increase them in the public sector. The former course would also be a move towards equality, whereas the latter would create equity at the expense of greater inequality.

98 Hirschman (1977) is the locus classicus for this distinction.
99 But see Crawford (1982) for a notion of precommitment that allows for backing down, at some cost.
Consider finally the relation between equality and differential equity. These goals can also be reconciled, albeit mainly in a cosmetic way. Equal flat-rate wage increases can be presented as equalizing, insofar as they reduce per cent differentials, and as equitable insofar as they preserve absolute differentials. In Sweden, the 1984 bargaining round was constrained (very loosely, as it turned out) by a 5 per cent ceiling on wage increases. This constraint could be presented as a differential-preserving measure. Since the per cent increase was calculated on the average wage, so that it gave higher per cent increases for low-income groups, it could also be made to appear as a step towards equality.

Usually, however, equality and ultraweak or differential equity cannot be reconciled. One might expect, therefore, some kind of compromise. What we observe instead are oscillations. In Sweden, there has been a clear cyclical movement over the past four or five decades. Before 1950, the norm of equality was very strong within the labour movement. At the LO congress in 1951 the principle of equal pay for equal work became the dominant principle. In the 1960s, there was a return to solidaristic wage policies. In the 1980s, the weak equity norm seems to be coming back. The cycle may well correspond to underlying changes in public opinion, but I do not believe this is the whole explanation. In addition, there is the lesson from advertising: *never split the message.* At any given time, the labour movement needs a single unifying principle, not an uneasy compromise between two norms.

In Western societies the appeal to norms of fair distribution is widespread. Increasingly, wage negotiations take place in a public arena that makes it difficult to appeal to naked self-interest. Here arguments must be backed by principles rather than sheer bargaining strength.\(^1\) I have been arguing that this shift from norm-free to normative bargaining can make it more difficult to reach agreement. In other decision-making contexts, public discussion can facilitate agreement. A properly structured political process may enable the parties to reach or approach consensus.\(^2\) Bargaining is not, however, a deliberative process. Here norms are branded as weapons, not advanced as arguments. Once put on the table, their effect is to make it more difficult to back down rather than easier to reach agreement.

\(^1\) Another effect of the shift to normative bargaining tends, however, to attenuate this problem. The plethora of norms in the labour market encourages some scepticism and cynicism as to how strongly and deeply the parties believe in the principles they advocate, and probably undermines the depth and strength of feeling in the parties themselves.\(^3\) As normative wage bargaining becomes less similar to an irresistible force meeting an immovable object, the risk that appeal to incompatible norms may produce a bargaining impasse is reduced. Other things being equal, the proliferation of norms makes it more difficult to reach agreement. By weakening the belief in norms, that proliferation itself ensures that other things will not be equal, thus facilitating agreement. The net effect is anybody’s guess.

\(^2\) Elster (1983a), sec. 1.5. \(^3\) Ibid.
Conclusion: the cement of society

Introduction

There are no societies, only individuals who interact with each other. Yet the structure of interaction allows us to identify clusters of individuals who interact more strongly with each other than with people in other clusters. These clusters are hierarchically arranged. Imagine a series of concentric circles or, more generally, of nested closed curves, covering a given territory. For the area enclosed by any given curve, we can calculate – at least in principle – a coefficient of cohesion, defined as the number of transactions between individuals in the area divided by the total number of transactions in which these individuals are involved. As we move up in the hierarchy, from smaller to larger areas, the coefficient will increase, decrease, increase again and so on. In the Roman Empire, the coefficient decreases as we move from the city to the province, increases as we move from the province to the empire and decreases again as we move outside the empire to include the barbarian environment. In the following, the term 'society' refers to any area which has a local maximum of cohesiveness, so that any slightly smaller or slightly larger area has a lower coefficient. There is no presumption that a society in this sense is well ordered. The interaction that defines a society can be destructive – the war of all against all – as well as cooperative.

Superimposed upon these hierarchical clusters of interaction are cultural fields. The vehicles of culture are tradition and social norms. As a paradigm of culture we may take language. I use the term 'field' to suggest a continuous gradient of change and variation, dialect shading into dialect in an imperceptible manner. Imagine that the United Nations successfully imposed Esperanto as the common language throughout the world, inculcated by a pill that also obliterated from memory the formerly spoken languages. It would not take long before local dialects emerged. Neutral drift due to imperfect imitation would break down the initial uniformity, and after a few centuries we would be back to Babel. Culture in this sense also includes belief systems and religion. It would be misleading to say that people throughout the Roman Empire believed in the 'same' gods, while perhaps worshipping them in different ways, as people who live in different parts of a country see the 'same' mountain from different perspectives. Rather there was a continuously variable field of practices, each of them overlapping strongly with those of neighbours and parents while coinciding fully with neither. Practices at opposite ends of the empire might have little but the names of the gods in common.

Cultures do not form clusters to the same extent as do societies. Culture is a product of local imitations, whereas a society is defined by a larger set of interactions. Consider a social border, defined as a curve enclosing a society. People living near the border interact to a greater extent with people on the other side of the border than with people living at the other geographical extreme of their own society. Obviously, the clusters of interaction shape cultures to some extent, so that the slope of the gradient is steeper at some points than at others. It is nonetheless impossible to define a cultural notion of border analogous to the idea of a social border.

Superimposed upon societies and cultures are states and, more generally, administrative units. Unlike societies and cultures, they have strict boundaries. To a large extent, they shape societies and cultures, by regulating interaction and imposing uniformity. Tariff barriers and immigration laws make social borders more impenetrable. Laws imposing state religions or forbidding the teaching of minority languages in public schools make cultural gradients steep to the point of discontinuity.

In trying to identify the 'cement of society' I am inquiring into the sources of social order, as defined in the Introduction. How are expectations coordinated? How is cooperation for mutual advantage achieved? Often, the state is responsible for social order. The French idea of indicative planning, for example, highlighted the role of the state in coordinating expectations rather than in forcing or inducing specific forms of behaviour. More obviously, the state induces cooperation within its boundaries through

---

4 Taylor (1971) is an exponent of the view I am arguing against here.
5 See Meade (1970) for a survey and discussion of these two alternatives.
selective incentives, by taxing and punishing undesirable activities and occasionally (though with less effect) encouraging desirable ones. I am mainly concerned, however, with decentralized, spontaneous mechanisms for coordination and cooperation. In any attempt to understand these mechanisms, both society and culture are important. Roughly speaking, society provides the larger reference groups and culture the local reference groups with respect to which norms, altruism, envy and other social motivations operate. Culture is local and allows for strong bonds to a small number of persons. Society is global and allows for weaker ties to a larger number of persons.6

The investigation of this problem – How is spontaneous order possible? – is sometimes referred to as the ‘Hayek programme’.7 The present analysis differs in two ways from most other attempts to implement the programme.8 First, I have distinguished between two problems of social order, whereas most other writers have concentrated on the problem of achieving cooperation. Second, I have invoked a larger variety of individual motivations. Most writers try to make do with rational self-interest as a sole motivational assumption, while I have invoked a broader range of motives. Though I share their preference for a parsimonious explanation and their hesitation to get into a morass of ad hoc assumptions, I have concluded, with some reluctance, that there is no way in which the programme can be brought forward on this narrow basis. Ultimately, parsimony must take second place to realism. In physics, truth may be simple. In chemistry, it is likely to be messy. Social science, to repeat what I said in the Introduction, is closer to chemistry than to physics.

In this book I have sketched a relatively fine grained typology of human motivations.9 In Chapter 6, for instance, I said that the number of potentially relevant norms in collective bargaining is well into three figures. In this conclusion I want to step back from this bewildering variety. Using a more robust classification, I shall distinguish among three varieties of human motivation: (a) envy, (b) opportunism, or self-interest with guile, and (c) codes of honour, or the ability to make credible threats and promises. Each of these has been taken to provide the ‘cement of society’, without which chaos and anarchy would prevail.10

The defence of envy and opportunistic self-interest is a variation on Mandeville’s theme, ‘private vices, public benefits’. Nobody has ever argued that envy, sorcery, witchcraft, cheating, stealing, bribery and corruption are virtues or virtuous actions. Envy is often said to be the rust of the soul. ‘As oxide eats up iron, so is the envious devoured by this passion’, wrote Antisthenes, founder of the Cynics.11 ‘Envy is a beast that will gnaw its own leg if it can’t get anything else’, says a German proverb. An envious person will cut off his nose to spite his face. He ‘prefers the equality of hell to the hierarchies of heaven’.12 Similarly, corruption is linked with actions which erode the mind of the individual.13 The first victim of corruption is the corruptor.

The social consequences of these traits and actions are more controversial. Some modern Mandevillians argue that envy is the ‘glue’ that keeps society together.14 Similarly, it has been argued that corruption can ‘serve as a cement – “a hyphen which joins, a buckle which fastens”’ the otherwise separate and conflicting elements of a society into a body politic’.15 The ‘common interests in spoils may provide cement for effective political unity’.16 An analogy belonging to a different realm is that corruption acts as ‘oil’, ‘grease’ or ‘lubricant’, which by loosening the clogged points in the system ensures free play for the gears of society.17 Against this is the view that corruption is a form of ‘cancer’18 and that selfishness is ‘the rust of societies’.19 Other metaphors could be used to describe the social effects of envy: it is a dead hand, a drag on the foot, a straightjacket that hinders movement.20 These, perhaps, are consistent with the glue metaphor: a so-

6 For different views about the impact of weak and strong ties on cooperative behaviour see Granovetter (1973) and Marwell, Oliver and Prahl (1988).
9 This is not to say that it could not be refined and extended in many directions, as in Holmes (forthcoming).
10 Actually, in what follows three sorts of analogies are cited, referring to the coherence of matter (cement, glue, dissolvent), the smooth functioning of a machine (oil, lubricant, rust) and the normal functioning of an organism (cancer), respectively. Some of these are metaphors for predictability, others for cooperation.
14 Leys (1965), p. 54. 15 Bayley (1966), p. 948; see also J. C. Scott (1969), p. 276. 16 Some of these metaphors are taken from Becquart-Leclerc (1984), pp. 191–2. (She ends up, however, arguing against this benign view of corruption.) See also Huntington (1968), p. 386.
17 Tocqueville (1969), p. 207. 18 Wertheim (1963), p. 207. 19 Tocqueville (1969), p. 274. 20 These ideas, if not the expressions, run through the expositions of envy in Mora (1987) and Schoeck (1987). Both writers are right-wing, illiterate in political philosophy, well read in the history of thought and endowed with considerable psychological acumen (Mora) and sociological knowledge (Schoeck).
ciety may be so well cemented by envy that no internal movement or outward expansion is possible. In that case, the corrosive force of corruption may be welcome.

The notion of credibility is closely related to that of trust, which is frequently characterized as a social 'lubricant', without which the wheels of society would soon come to a standstill. Unlike envy and opportunism, trust is unambiguously welcome at the individual as well as the social level. Credibility, I shall argue, is more complex. Almost by definition, it enhances predictability. In its effects on cooperation, however, it cuts both ways. By allowing people to believe in each other's promises, it promotes cooperation. By lending credibility to threats, it undermines cooperation and promotes violence.

Envy

The phenomenology of envy and its converse, spite, malice or Schadenfreude, is complex. The basic source of envy is that when we attempt to take stock of ourselves, the first impulse is to look at others. The serenity of mind that allows us to determine whether we are happy without comparing ourselves with others is rare. If the comparison is unfavourable, we feel a pang of envy, a fleeting rage, soon suppressed because of the recognition that the feeling is ignoble. Here is Ovid on envy:

The residence of Envy, spattered with black pus, is at the end of a pit, empty of sun, whereas the air does not reach, sad, flooded by an inert cold, lacking fire and covered with fog. The heroic Minerva, who seeds fear on battle, as soon as she reached there stopped at the door, for she was forbidden to enter; she tapped it with the tip of her spear and it opened. She saw Envy inside devouring the flesh of vipers, the food of her vices, and she cast her eyes aside. Envy rose slowly from the ground as she left the half eaten bodies of the snakes fall off her, and moved forward with dying steps. As soon as she saw the goddess Minerva, dressed with her weapons and so beautiful, she cried with mourning gestures. Her face was pale, her whole body appeared emaciated, her gaze was always to the side, the teeth of pale oxide; her breasts flowered bile, her tongue was dripping poison, and smiled only at the sight of pain. She never slept, she always lay awake with multiple cares, and she suffered deeply at the successes of men. She devoured and devoured herself. . . . She took a staff all covered with thorns, she covered herself with a black cloud, and wherever she crossed she smashed the flowering fields, burned the grass and lowered the high peaks. Her breath contaminated nations, cities and homes.

The first urge of envy is not 'I want what he has', but 'I want him not to have what he has, because it makes me feel that I am less'. As explained in the preceding chapter, a weakly envious person does not want anyone to have what he cannot have. A strongly envious person is even willing to give up a part of what he has if that is a condition for bringing others down to his level. In both cases, the concern with self-respect is primary, and redistributive concerns are secondary. This distinction is blurred in John Rawls, for whom self-respect is a good - indeed, the most important of all goods - and as such is subject to redistribution. Let us assume, for simplicity, that there are two primary goods, wealth and self-respect, and that the self-respect of an individual is a function of the difference between the wealth of others and his own. Two profiles of distribution of these goods between two individuals might be \( A = [(6, 4), (3, 2)] \) and \( B = [2, 3], (2, 3) \), with self-respect as the second good. From the premises that self-respect is the most important primary good and that one ought to prefer the distribution which is most favourable to the worst off, one must infer that \( B \) is to be preferred over \( A \).

Rawls is unique among moral philosophers in finding excuses for envy. 'When envy is a reaction to the loss of self-respect in circumstances where it would be unreasonable to expect someone to feel differently, I shall say that it is excusable'. He then argues that a well-ordered society is unlikely to give rise to feelings of envy, both because material inequalities are likely to be relatively small and because the worst off are more likely to accept them since they know they work to their advantage and, indeed, are allowed to exist only because they work to their advantage. The second argument, however, is implausible. Compare the following distributions of a bundle of primary goods (which may or may not include self-
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22 Festinger (1954).
24 This is the definition of envy proposed by Nozick (1974), p. 239.
25 This is the definition of envy proposed by Rawls (1971), p. 532.
26 Ibid., pp. 440.
27 Ibid., pp. 534.
28 Ibid., pp. 536–7.
29 Ibid., pp. 177–9, 496–9.
respect) among three groups: $A = (12, 8, 3)$, $B = (8, 7, 5)$ and $C = (9, 4, 6)$. Rawls's difference principle tells us to choose $B$, which makes the worst off better off than the worst off in any other state. The argument just stated fails, however, because the worst off in $B$, that is, the third group, would be better off in $C$. This could be a breeding ground for envy.

Envy of other people's excellence can also be excused on other grounds. In itself, the fact that another is richer or more gifted than myself cannot harm me. I might fear, however, that he might put his wealth and talents to dangerous use. The debate over the Greek practice of ostracism illustrates the point. Svend Ranulf argues that the basic root of ostracism was envy, conceived of as a general propensity of the lower middle class: 'There will, in a class of petty bourgeois, who (though they may vehemently maintain the contrary) feel their conditions of life to be burdensome and humiliating, arise a disinterested tendency to inflict punishment rooted in jealousy'. Against this, others have explained ostracism by supposing that the Greeks had a justified fear of demagoguery, oligarchy and tyranny. Most likely there is an element of truth in both views. The inadmissable feeling of envy needs more acceptable arguments to latch onto.

While envy begins as an emotion, it has consequences for belief formation as well as for action. Consider first the implications for belief formation. When the contemplation of the success of others brings my own failure home to me with inescapable vividness, I cannot help enquiring into the causes of my failure. Who or what caused my failure? Is there anyone I can blame? The main possibilities seem to be the following: (a) I can, truthfully, blame myself. This option is open mainly to those who otherwise enjoy enough success to ensure the self-esteem needed to admit mistakes and responsibility. (b) I can, irrationally, blame myself. 'I should have figured out that the stock market was about to crash. Certainly, all my smart friends did'. (c) I can, with justification, blame others, whether or not they also are the individuals whose superiority made me aware of my failure in the first place. Because of the mechanisms of envy-enjoyment and envy-provocation (as discussed later) this belief will sometimes be true. (d) I can, without justification, blame others. Usually the targets of comparison turn into causes of my inferiority: 'Our factual inability to acquire a good is wrongly interpreted as a positive action against our desire'. The plausibility of this belief is greater if one believes in magic than if one believes only in mechanical, billiard-ball-like causality. (e) I may believe, correctly, that I have simply had bad luck. 'You win some, you lose some'. (f) I may believe, wrongly, that I have simply had bad luck. Unforeseen circumstances might well have been anticipated if I had exercised normal caution. (g) I may blame the gods. For Christians, who believe God to be good and just, this is tantamount to blaming oneself. The Greeks had a more complex attitude towards misfortune sent by the gods. It might be punishment for guilt, but the gods could also cause misfortune for no particular reason or out of envy for the happy man. (h) I may blame the stars. In several respects, this is a most satisfactory solution:

No doubt it was more comforting to learn that one had been crossed at birth than to be told that one had no one to blame for one's misfortunes but oneself. . . . Astrology could thus appeal as a means of evading responsibility, removing guilt from both sufferer and society at large. Like religion, it also combated the notion that misfortune was purely random in its incidence. . . . Those who rejected [astrology] were left with a choice between two equally unattractive doctrines, the rule of blind chance or the sovereignty of a capricious deity.

I may also entertain similar beliefs about the causes of the success of others. These beliefs will influence the nature and strength of my envy, as well as my willingness and my belief in my ability to seek redress. If I believe that others have caused my misfortune by magic, I may try to turn the tables on them by countermagic. A belief that others have achieved success at my expense will enhance my motivation to seek redress or, failing that, to destroy their good fortune. By contrast, the belief that others have succeeded by good luck, hard work or favours from the gods does not suggest that countermeasures are appropriate.

Consider next the relation between feelings of envy and acts of envy. According to Thomas Aquinas, the tendency to feel envy is universal,
spontaneous and ethically neutral.\textsuperscript{36} It becomes noxious only when it leads to action. Kant distinguishes between one who finds pleasure in another’s misfortune and one who actively promotes it.\textsuperscript{37} The distinction is morally important: one is responsible for one’s actions, but not (or to a lesser extent) for one’s emotions.\textsuperscript{38} Many who find a titillating pleasure in a friend’s misfortune would be horrified at the thought of going out of their way to provoke it. Doing so by omission or abstention might be easier. It is very hard to admit to oneself that one is envious: it does not take a moralist to recognize that it is an ignoble feeling. Acting on envy would leave one with a bad taste in the mouth. Not acting to prevent misfortune, however, could be justified to oneself and others by more acceptable motives, such as ‘sturdy self-reliance’ – ‘I don’t ask for help nor do I give any’.

The target of envy is another person’s fortune – his intelligence, health, good looks, sunny disposition, knowledge, wealth, spouse, title, job, status or luck. One might even envy another for his utility function – his ability to derive pleasure from consumption goods.\textsuperscript{39} Targets of envy can be classified according to the scheme presented in Fig. 1.

There are two main categories: transferable and nontransferable goods. Some goods can be transferred and shared without any loss of value. Knowledge is the classic example. Suppose I am about to go out, not knowing that rain has been forecast. A friend who knows nevertheless does not tell me, relishing the idea that I will get wet. Most transfers of goods make one or both parties worse off, however. The case in which both are made worse off arises when distribution has a negative impact on production. Redistribution by progressive taxation, when carried to extremes, might have this effect. This case is the converse of the previous one. Abstention from giving when nobody would lose shows a mean, spiteful attitude. Similarly, the demand for a gift when both would lose from the transfer can be explained only by strong envy, ‘cutting off one’s nose to spite one’s face’.

In less extreme cases, transfers of goods benefit the recipient at the expense of the donor. This is, however, a contingent conflict of interest. It would not arise if the recipient, by receiving the good, were made so much more productive that both donor and recipient ended up gaining. A necessary conflict of interest arises if the good is a positional one, like status. These cases are central for the present purposes. The desire to benefit at another’s expense may be greedy and selfish, but it is neither envious nor spiteful. True, the desire to acquire more in absolute terms often goes together with, and may be hard to distinguish from, the desire to acquire more in relative terms. Emulation, as distinct from envy, is a blend of both.

A pervasive theme in the literature on envy is that people are envied both for what they are and for what they have. The fact that health, beauty, education and character cannot be transferred does not prevent them from being targets of envy. Sometimes the development of personal properties in one person requires resources that might have been spent on developing similar properties in another. I might have had your glowing health or your cultural skills if my parents had been as wealthy or educated as yours. In such cases, a weakly envious person might welcome the destruction of the qualities he envies. A levelling transfer being impossible, he would welcome a levelling destruction. The belief that an injustice has been done could lend some legitimacy to the claim that ‘if I can’t have it, nobody shall’.\textsuperscript{40} Other qualities – beauty or personal integrity – are inborn or ac-

\textsuperscript{36} Mora (1987), pp. 29–30.  
\textsuperscript{37} Schoeck (1987), p. 201.  
\textsuperscript{38} This is controversial. Sabini and Silver (1987) argue that we do find other people responsible for their emotions and judge them accordingly, but that the judgement is aesthetic rather than moral. Aristotle argued that I am responsible for involuntary emotions, because at some earlier time I could have decided to become the kind of person that is not subject to these feelings. See also Elster (1985c).  
\textsuperscript{39} As explained in Roemer (1985b), this is one of several reasons the theory of ‘envy-freeness’ (see Foley 1967; Varian 1975) is not an attractive notion of distributive justice. I might not envy your consumption of meat if I am allergic to it, but I might envy you the absence of the allergy.  
\textsuperscript{40} It should be mentioned, however, that the all-or-none principle can also be defended on higher grounds. In Jewish ethics, for instance, the principle that scarce life-saving resources should not be given to anyone if they cannot be given to everyone is defended on the grounds...
quired in a way that carries no opportunity costs for others. Yet the sight of them might so inflame an envious person that he would welcome their destruction. Here the innocent pedigree of the properties makes it difficult for envy to come into the open.

A distinction at right angles to the one just made is that between the nontransferable properties which can be destroyed and those which are indestructible. These correspond, roughly speaking, to bodily and mental properties, respectively. Health and beauty are destroyed with time which can be some consolation for the envious, who are naturally inclined to think these properties so important that it must be even worse to lose them than to lack them. They might think with Donne, 'Less grief to be foul than to have been fair'. If natural decay is too slow, the envious might decide to lend nature a hand, although such tactics as disfiguring a rival's face is more common in jealousy than in envy. The thrower of acid will say, 'If I can't get him, you shall not either', not 'If I can't be beautiful, you shan't either'. An educated mind and integrity of character, by contrast, are not subject to decay or to destruction, except perhaps by corruption. If an envious person can find a wedge or a crack in the character of the envied, he can use promises of wealth, fame or power as a lever to open it further. Complete integrity can be destroyed only through destruction of the body. 'Therefore when they were gathered together, Pilate said unto them, Whom will ye that I release unto you? Barabbas, or Jesus which is called Christ? For he knew that for envy they had delivered him' (Matt. 27:17–18).

Innocent, indestructible goodness attracts envy, although it harms nobody, occurs at nobody's expense and cannot be destroyed short of destroying the body. Nietzsche observed that what especially galls the envious is that the envied does not himself envy anyone. Many writers have observed that attempts by the nonenvious envied to restore equality by sharing some of their goods with the envious stimulates envy rather than assuages it. If we follow Kant in thinking that ingratitude can stimulate giving, because the benefactor 'may well be convinced that the very disdain of any such reward as gratitude only adds to the moral worth of his benefaction', a vicious–virtuous spiral is set up. The more you give, the greater my resentment at the superior character manifested in your giving, and the more, therefore, you give.

This mechanism should be distinguished from two others to which it bears a partial resemblance. First, I may give to assuage the feeling of guilt that your envy causes me to have. I might even abstain from becoming superior in the first place, to prevent any envy from arising. This is the mechanism of envy-avoidance, which has a prominent place in many writings on the topic. Second, I may give to enjoy your humiliation, knowing and intending your envy to become stronger rather than weaker as a result. A different but related line of thought is the following. While I do indeed enjoy your envy at the sight of my success, your envy is not really worth having if you are too great a failure. Hence it is in my interest to keep you from slipping down to the level at which your envy would be merely pathetic and no longer give me the thrill of superiority. These arguments rely on the mechanisms of envy-provocation and envy-enjoyment, which have a central role in writings on conspicuous consumption.

The social consequences of the private vice of envy depend on the reactions of the envied or potentially envied to the fact of envy. Envy-avoidance is closely related to witchcraft and, especially, to accusations of witchcraft. In many societies, successful people have been branded as witches. This is a central theme in Clyde Kluckhohn's work on the Navaho. As an extended quotation from his work will show, he believed envy to be adaptive as well as maladaptive:

Witchcraft, however, not only provides 'scapegoats' against whom hostile impulses may be displaced. Under some circumstances, witchcraft provides a means for attack upon the actual targets of my hostile feel-

43 Mora (1987) and Schoeck (1987) have numerous references.
45 This is related to Hegel's master–slave paradox, as discussed, e.g., in Elster (1978), ch. 4.
46 As Stephen Holmes has pointed out to me, this was the attitude of the Athenians to their vassal states.
47 Veblen (1970); Bourdieu (1979).
ingle. If I am a singer and smarting under professional jealousy of another singer I can whisper accusations of witchcraft against my rival. . . . Or I can mitigate the burning of my envy of a rich neighbor by suggesting that perhaps the way his riches were obtained would not bear too careful scrutiny. If my wife runs off with another man, I can often say to my relatives, ‘Oh, he got her by Frenzy Witchcraft’. This both permits intensified and socially justified indignation on my part and also reduces my shame: it is not that the seducer is a better man than I – he used magical powers. . . .

[Creditence in witchcraft likewise has many specific ‘latent’ functions which make for preservation of the group’s and the society’s equilibrium. It tends, along with other, social mechanisms, to prevent undue accumulation of wealth and tempers too ready a rise in social mobility. A rich man knows that if he is stingy with his relatives or fails to dispense generous hospitality to all and sundry he is likely to be spoken of as a witch. Individuals know also that if they accumulate wealth too rapidly the whisper will arise that they got their start by robbing the dead of their jewelry. In a society like the Navaho which is competitive and capitalistic, on the one hand, and still familial on the other hand, any ideology which has the effect of slowing down economic mobility is decidedly adaptive. . . .

At the same time, witchcraft has its costs for the individual and for the group. Given the conditions of Navaho life and the Navaho socialization process, given the conditions in the background that the Indian Service will prevent wholesale slaughter of ‘witches’, Navaho witchcraft does constitute an adaptive and adaptive structure. Its cost is projected aggression and some social disruption. Probably, as a natural consequence of the insistence that witchcraft does have important adaptive and aggressive tendencies, the cost has been too little stressed. In many cases, witchcraft does more to promote fear and timidity than to relieve aggressive tendencies. The fears consequent upon witchcraft tend to restrict life activities of some persons, to curtail their social participation.\[49\]

Using more trenchant language, Keith Thomas suggests a similar analysis:

\[49\] Kluckhohn (1944), pp. 56, 63, 68.

In a primitive society, witch-beliefs of this kind can act as a severe check to technical progress by discouraging efficiency and innovation. A man who gets ahead in a tribal society is likely to awaken the suspicion of his neighbours. Among the Bemba of Northern Rhodesia, for example, it is said that to find a beehive with honey in the woods is good luck; to find two beehives is very good luck; to find three is witchcraft. In such an environment, witch-beliefs help to sustain a rough egalitarianism. They are a conservative force, acting as a check on undue individual effort. Similarly, in twelfth-century England the chronicler William Malmesbury could complain that the common people disparaged excellence in any sphere by attributing it to demonic aid.\[50\]

The relation between success and witchcraft is more complex, however, than what these passages suggest. Success can attract witches: ‘If you have become unusually prosperous, the witches will probably be attacking you, because they always go for people whose good fortune they envy’.\[51\] Related to this fact is a social norm that the poor must be treated kindly lest they turn into witches.\[52\] Finally, witchcraft is invoked to explain failure as well as success. ‘We think them bewitched that wax suddenly poor, not them that grow hastily rich’, wrote Reginald Scot.\[53\] In other words, both rich and poor can be sources as well as victims of witchcraft. All four mechanisms conspire to bring about egalitarianism. The rich are deterred from getting too rich by the fear that they will be accused of witchcraft or become the targets of witchcraft. The poor are prevented from getting too poor by the fear that they may be provoked into witchcraft. The idea that the poor are victims of witchcraft can sustain a more favourable attitude towards them than would otherwise obtain.\[54\] In these societies, therefore, egalitarianism results from a combination of envy and altruism, with the latter in turn being largely the effect of envy-avoidance.\[55\]

Shorn of its functionalist overtones, there is certainly something to this picture. It suggests a sense in which envy does indeed serve as the glue and cement of society, by relentlessly repressing deviants and, more fundamentally, the desire to deviate in the first place. The evil eye of envy is

\[50\] Thomas (1973), pp. 643–4. \[51\] Mayer (1954), p. 65. \[52\] Kluckhohn (1944), p. 67. \[53\] Thomas (1973), p. 644. \[54\] This argument is more speculative than the first three. \[55\] A formal model of utility functions incorporating altruism towards the poor and envy towards the rich is presented by R. H. Scott (1972). He does not, however, suggest that the altruism might be caused by fear of envy.
not limited to preindustrial societies and does not need witchcraft to make itself felt. Inhabitants of small towns everywhere will recognize the ‘law of Jante’, written down (in 1933) by one who got away:

1. Thou shalt not believe thou art something.
2. Thou shalt not believe thou art as good as we.
3. Thou shalt not believe thou art more wise than we.
4. Thou shalt not fancy thyself better than we.
5. Thou shalt not believe thou knowest more than we.
6. Thou shalt not believe thou art greater than we.
7. Thou shalt not believe thou amountest to anything.
8. Thou shalt not laugh at us.
9. Thou shalt not believe that anyone is concerned with thee.
10. Thou shalt not believe thou canst teach us anything.\(^{56}\)

Envy-avoidance provides a solution to the first problem of social order. By enforcing rigid uniformity and punishing the most harmless deviations, it ensures that behaviour will be predictable. Yet it does little to solve the second problem and to ensure cooperation. Deviations that might eventually benefit everybody are ruthlessly punished, because the would-be innovator is afraid that success will cause envy and that failure will expose him to spite.\(^{57}\) The overarching norm, don’t stick your neck out, acts as a deterrent to socially useful risk taking and to hard work.

Envy-avoidance is only part of the story. Envy-enjoyment is the other part. Francisco de Quevodo said that ‘whoever does not want to be envied, he does not want to be a man’.\(^{58}\) Many people are simultaneously motivated by the desire to stand out and by the norm against sticking one’s neck out. In the closed atmosphere of a small town or a small group, the two desires are reconciled by virtuoso conformism. The one-upmanship of the holier than thou is illustrated in Stendhal’s description of the theological seminary in Besançon. Initially, Julien Sorel sought to distinguish himself from his fellows by his scholastic abilities, until he understood that être le premier dans les différents cours de dogme, d’histoire ecclésias-tique, etc., etc., que l’on suit au séminaire, n’était à leurs yeux qu’un péché splendidë.\(^{59}\) He came to see that the path of distinction was elsewhere. ‘Au séminaire, il est une façon de manger un œuf à la coque qui annonce les progrès faits dans la vie dévote’.\(^{60}\) The virtuoso distinguishes himself by setting the norm to which he conforms.

With social mobility and economic progress come more flamboyant forms of envy-enjoyment. These, in turn, create incentives to work hard. Keeping up with the Joneses is important when you know that Jones and his wife are basking in your inferiority and enjoying your envy. Via this mechanism, envy may cause people to work too much rather than too little. As I mentioned in Chapter 6, nobody gets ahead when everybody tries to get ahead. Excessive investment in education is often cited as an example.\(^{61}\) This case also suggests, however, that the ultimate effect of envy-enjoyment could be beneficial. When all take one more year of education, nobody gets ahead in the rat race, but they contribute to a more skilled workforce and a more productive and efficient economy.\(^{62}\) When all are motivated by relative levels of welfare, they end up being better off, not because they make an extra effort but because they benefit from the extra effort of others. The erroneous belief that education will make one better off than others induces, if universally shared, behaviour that makes all better off than they would otherwise have been.\(^{63}\) By this mechanism envy could induce cooperative behavior.

**Opportunism**

Many people would assent to the proposition that self-interest is the cement of society, until they reflect more closely on the implications. Acting according to self-interest means never telling the truth or keeping one’s promise unless it pays to do so; stealing and cheating if one can get away with it or, more generally, if the expected value of doing so is larger than the expected value of the alternative; treating punishment merely as the price of crime, and other people merely as means to one’s own satisfaction. We
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\(^{56}\) Sandemose (1936), pp. 77–8.  
\(^{60}\) Ibid., p. 388.  
\(^{61}\) Boudon (1973).  
\(^{62}\) I am assuming that education acts not merely as a screening device, but actually improves performance.  
\(^{63}\) This statement does not turn upon an ambiguity in what counts as ‘better off’. People have an interest in both relative and absolute levels of welfare. Each person acts on the assumption that the sum of the absolute and relative benefits conferred by an extra year of education exceeds the costs of education. When all act in this way, two things happen. First, nobody gets the relative benefits. Second, everybody gets absolute benefits in excess of what they expected, because they benefit from the investment of others. I am claiming that the net effect of these unintended consequences, as evaluated by people who are concerned with both relative and absolute levels, could be positive.
may use the term *opportunism* for this relentless pursuit of self-interest and distinguish it from honest self-interest, which is constrained by the law and by norms of honesty and truthfulness. When people refer to the wonderful effects of self-interest, what they usually have in mind is the latter. On the one hand, they can point to the superior efficiency of self-interest as compared with altruism and cite Adam Smith, who had 'never known much good done by those who affected to trade for the public good'. On the other hand, they can cite the liberating effects of self-interest as compared with the claustrophobic world of envy and revenge. From the present perspective, however, the view that honest self-interest is the cement of society already concedes too much. Why be honest, unless it is out of respect for a moral or social norm? I shall explore, therefore, the more radical view that opportunism glues people together, using corruption and bribery as the vehicle of the argument.65

Social scientists like paradoxes. From Mandeville onwards, they have been attracted to the ideas that less is more, weakness is strength, vice is virtue, helping is cruel, error is useful, irrationality is rational and the like. Often, these turn out to be second-best propositions. If I act irrationally in one respect, I might be better off if I deviate from rationality in other respects too. In a world in which some agents deviate from the socially desirable behaviour, the socially best outcome may be produced if other people deviate too.66 The ‘approximation assumption’,67 that one can approach the good society by acting as if it were already a fact, is not justified. Evil must be fought with evil, and one ill driven out by another. Perhaps the world would be a perfect place if everyone were motivated by honest if naked self-interest. Human nature being what it is, however, we can be sure that deviations from honest self-interest will occur. Religious fanaticism and ethnic prejudice lead to savage, mutually destructive warfare. The dead hand of tradition and envy keeps entrepreneurs in chains even when all might have benefited from their activities. Under these circumstances, corruption can be a useful countervailing power. To oppose it is to confuse the conditions of first-best morality with the realities of a second-best world.

64 On this contrast, see also Williamson (1985), pp. 64–7.
65 Most of the defences of corruption discussed here were written in the 1960s. Today, the realist line in political science seems to be not that opportunism is good but that it is inevitable.

This argument is frequently made with respect to developing countries. ‘For two hundred and fifty years before 1688, Englishmen had been killing each other to obtain power. . . . The settlements of 1660 and 1688 inaugurated the Age of Reason, and substituted a system of patronage, bribery, and corruption for the previous method of bloodletting’.68 As Albert Hirschman has argued, the substitution of ‘le doux commerce’ for the harsher passions provided a ‘political argument for capitalism before its triumph’.69 Although it appears that Hirschman mainly has in mind honest self-interest (he does not mention corruption), the argument could easily be extended to opportunistic behaviour. The opportunist, too, might use violence, but only when it pays to do so, never out of a pointless desire to get even. Significantly, there was less corruption under Stalin’s terror regime than under subsequent leadership.70 Nevertheless, corruption is rarely fully free of violence. Against witnesses and judges who cannot be bought, there is no alternative to violence or threats of violence.71 (And if everyone can be bought, it is not quite clear what one is buying. I return to this point.)

Sometimes corruption can undo damage caused by envy. It ‘may provide the means of overcoming discrimination against members of a minority group, and allow an entrepreneur to gain access to the political decisions necessary for him to provide the skills. In East Africa, for instance, corruption may be prolonging the effective life on an important economic asset – the Asian minority entrepreneur – beyond what political conditions would otherwise allow’.72 Along similar lines, it is argued that ‘if cynicism acts as a solvent on traditional inhibitions, and increased self-seeking leads to new ambitions, economic development may be furthered’.73 Also, corruption may be a good thing in the face of administrative rigidity. ‘In terms of economic growth, the only thing worse than a society with a rigid, overcentralized, dishonest bureaucracy is one with a rigid, overcentralized, honest bureaucracy’.74 In a society where favouritism is rampant, efficiency is promoted by corruption. There is no presumption that relatives and friends of the bureaucrats will be good entrepreneurs, but there are
reasons to think that the highest bidders for a public contract will also be the most efficient firms. 75

Corruption can also enhance the moral cohesion and strength of society. Several writers have argued that 'the scandals associated with corruption can sometimes have the effect of strengthening a value system as a whole'. 76 In societies with strong ethnic or religious divisions, the cash nexus may provide the missing link: 'Nepotism and spoils enhance political development. . . . Involvement sparks a sense of belonging, offers the first step toward commitment. The bureaucracy becomes an important ladder for social mobility and therefore also a unifying and stabilizing force'. 77 By reducing unemployment, nepotism defuses social unrest and the risk of rebellion. 78 Finally, by reducing uncertainty, corruption alleviates what I have called the first problem of social order. In early capitalism, 'production for the market, fraught with uncertainty and subject to extortion, was often politically less attractive than the guaranteed returns offered by a system of politically oriented capitalism'. 79 With respect to today's developing countries, the argument that corruption reduces uncertainty takes a different form:

The possible dangers arising from the government's extensive role in the economy are increased because of the failure of representative government to put an effective check on arbitrary action. The personalist and irrational style of decision-making, and the frequent changes in government personnel and policies add to the risks. Consequently, if entrepreneurs are to make investments, they must have some assurance that the future will not bring harmful intervention in their affairs. We can see an illustration of these difficulties in the fact that in periods of political uncertainty and crisis, investment shrinks, and economic stagnation occurs. By enabling entrepreneurs to control and render predictable this important influence on their environment, corruption can increase the rate of investment. 80

Before evaluating the argument in this Panglossian medley, I shall consider the list of defences of bribery discussed (and refuted) by John Noonan in his massive study of the subject. 81 These include both attempts to justify bribery as consistent with subjective morality and arguments that the effects of bribery are socially desirable.

First, 'everybody does it'. From the subjective point of view, this may indeed appear to justify corrupt practices. As we shall see, however, the social benefits (if any) of corruption tend to disappear when everybody engages in the practice.

Second, it is sometimes necessary to do it. Was it wrong to bribe Nazi officials to get Jews out of the country? Was Lincoln wrong to use presidential patronage to get the necessary Democratic votes or abstentions for the Thirteenth Amendment? How can American firms survive abroad unless they accept the local mores and offer bribes? Is bribery not a functional necessity in new nations today?

Third, bribes cannot be distinguished from gifts, tips, access payments and campaign contributions. 'The Greeks did not have a word for bribes because all gifts are bribes. All gifts are given by way of reciprocation for social benefits (if any) of corruption tend to disappear when everybody engages in the practice.

Fourth, and following closely on the preceding point, accusations of bribery and corruption usually stem from motives at least as murky as the practices they denounce. 'When certain exchanges are categorized as bribes, enforcement of their condemnation is inconsistent; intemperate; hypocritical; an expression of envy'. 82 Whoever wants to condemn one of these practices has to condemn them all. And who would want to do that?

Fourth, and following closely on the preceding point, accusations of bribery and corruption usually stem from motives at least as murky as the practices they denounce. 'When certain exchanges are categorized as bribes, enforcement of their condemnation is inconsistent; intemperate; hypocritical; an expression of envy'. 82 Whoever wants to condemn one of these practices has to condemn them all. And who would want to do that?

Fourth, and following closely on the preceding point, accusations of bribery and corruption usually stem from motives at least as murky as the practices they denounce. 'When certain exchanges are categorized as bribes, enforcement of their condemnation is inconsistent; intemperate; hypocritical; an expression of envy'. 82 Whoever wants to condemn one of these practices has to condemn them all. And who would want to do that?

Finally, corruption is insignificant and the amount involved is trivial. 'Lex non curat de minimis. 'The law pays no attention to trifles', runs the old adage. What is true of law is a fortiori true of morality. Morals are concerned with what aids or impedes the fulfillment of basic human needs.

75 Bayley (1966), p. 945.
82 Ibid., p. 687.
83 Ibid., p. 690.
84 Ibid., p. xviii.
85 Counterexamples of the last claim are provided by the 'cultures of hypocrisy' discussed in earlier chapters. Even when everybody knows that everybody is corrupt, a credible accusation might still be damaging.
A small increase in the cost of government, an increase probably less than what is due to sheer waste and inefficiency, is not the sort of thing with which morality concerns itself.\textsuperscript{86}

I refer the reader to Noonan’s work for a detailed discussion of these arguments. Their self-serving nature is fairly obvious. Many of them have in common a feature that also characterized some of the earlier arguments. They defend corruption, bribery and opportunism by the good effects they can have, in special cases or under special assumptions. Needless to say, this falls vastly short of a demonstration that these practices tend systematically to have good net effects.\textsuperscript{87} Similarly, to denounce critics of corruption by referring to the bad motives they may have is to show neither that these motives are universally present nor that the critics are wrong.

The main objection to the argument that corruption is socially useful can be derived from two premises. First, corruption is useful only when there is not too much of it. ‘A developed traditional society may be improved – or at least modernized – by a little corruption; a society in which corruption is already pervasive, however, is unlikely to be improved by more corruption’. Another advocate of corruption recognizes that ‘for the benefits of corruption to outweigh the costs depends on its being limited in various ways’ and goes on to cite Mandeville to the effect that ‘Vice is beneficial found when it’s by Justice lopt and bound’.\textsuperscript{88} For one thing, corruption requires a minimum of honesty in the corruptee. It has been said that an honest politician is a politician who stays bought. General Vernon Walters remarked of former President Noriega of Panama that ‘he cannot be bought, only rented’. In highly developed systems of corruption, the honesty of the corruptee is enforced by specialized go-betweens, like the Sicilian mafiosi.\textsuperscript{89} For another, corruption often requires a minimum of honesty among third parties. When corruption is ‘top-heavy’,\textsuperscript{90} a corrupts B so that B will use his authority to make C act for A’s benefit. Unless C accepts B’s authority as legitimate, B’s promise to A is not credible. If B has to bribe or threaten C to get him to execute a legitimate command, the system has broken down beyond repair.

The second premise is that corruption feeds on itself. The critical attitude towards the noncorrupt in a corrupt society is a main mechanism behind this snowball effect. Sometimes ‘a top politician who is not known to have acquired a vast fortune is singled out for praise as some kind of ascetic’,\textsuperscript{91} but this is probably an exception. The same author observes that although honesty may be appreciated by the public, it is less favourably looked upon by colleagues: ‘A person whose probity and sense of duty show his colleagues in a bad light will be slandered and pushed out’.\textsuperscript{92} Although opportunism can sometimes undo the damage caused by envy, envy can also act as a multiplier on opportunism. The latter effect seems, in fact, much more plausible.

Edward Banfield argued that ‘in a society of amoral familialists, the claim of any person or institution to be inspired by zeal for public rather than private advantage will be regarded as fraud’.\textsuperscript{93} A recent study of corruption in Sicily suggests a more complicated picture.\textsuperscript{94} It argues that society is not uniformly amoral, but divided into furbi and fessi, or, in American parlance, wiseguys and mugs.\textsuperscript{95} For the furbi, ‘an act of disinterested altruism is either eccentric fesseria, or a more sophisticated form of furberia’. Brooklyn wiseguys have a similar attitude towards ordinary citizens: ‘They were the timid, law-abiding, pension-plan creatures neutralized by compliance and awaiting their turn to die. To wiseguys, “working guys” were already dead’.\textsuperscript{96} In the United States, wiseguys are a small subset of the population, and hence a large proportion of their transactions can be undertaken with mugs they can exploit. In Sicily, the furbi presumably form a larger proportion of the population, and hence more of their encounters take place among themselves.\textsuperscript{97}

\textsuperscript{86} Noonan (1984), p. 692.
\textsuperscript{87} Nye (1967) is a rare attempt to move from possibilities to probabilities.
\textsuperscript{88} The first observation is Huntington’s (1968), p. 499; the second is Nye’s (1967), p. 574.
\textsuperscript{89} Gambetta (1988).
\textsuperscript{90} Huntington (1968), pp. 497–8.
\textsuperscript{91} Andreski (1968), p. 347. He probably intended to refer to those ‘known not to have acquired vast fortunes’, since if nothing is known people will assume the worst (Banfield 1958, p. 99).
\textsuperscript{93} Although Smart (1983) does not spell it out fully, it would appear that the fessi believe that the world is made up of fessi, while the furbi know that it is made up of both fessi and furbi. This provides an interesting contrast to the hypothesis that there are two sorts of people, competitors and noncompetitors, and that ‘competitors would tend to believe that other people are also and uniformly competitive, whereas cooperators would believe other people are heterogeneous in this respect, some being cooperative and some competitive’ (Kelley and Stahelski 1970, p. 69).
\textsuperscript{94} Pileggi (1986), p. 36.
\textsuperscript{95} As mentioned in Chapter 3, such cases look like a frequency-dependent polymorphism similar to those discussed by evolutionary biologists. In equilibrium, furbi and fessi would do equally well, the gains of the furbi in their encounters with the fessi being offset by their losses in encounters with other furbi. Parental transmission of values together with differential survival could produce a mechanism whereby the equilibrium would be reached or approximated. The reason for the smaller proportion of furbi in the United States than in Sicily might be that equilibrium has not yet been reached in the former country or that other features of the two countries make for a different equilibrium. Needless to say, however, this is little more than a ‘just-so story’. 
Even in the absence of ostracism of the honest, corruption feeds upon itself. The norm of fairness suggests that it is perfectly all right to engage in corrupt practices when others do so. Members of the ‘plundering generation’ in American politics could argue that ‘importing illegal voters was legitimate if the other side started it’. As in the closely related case of tax evasion (Chapter 5), attempts to fight corruption may unintentionally promote it:

It is certain that fear of bolstering [the impression of the prevalence of corruption] influenced Nehru consistently to resist demands for bolder and more systemic efforts to cleanse his government and administration of corruption. ‘Merely shouting from the house-tops that everybody is corrupt creates an atmosphere of corruption’, he said. ‘People feel they live in a climate of corruption and they get corrupted themselves. The man in the street says to himself: “well, if everybody seems corrupt, why shouldn’t I be corrupt?”’ That is the climate sought to be created which must be discouraged’.99

Also, the more corruption there is, the more officials will go out of their way to solicit bribes and to make difficulties for those unwilling to pay them. What may have started as payment of ‘speed-up’ money to get to the head of the queue – a practice arguably justified on efficiency grounds – invites deliberate procrastination and delay for the purpose of increasing the size and number of bribes. In addition, the practice of corruption may undermine predictability to an extent that can be overcome only by more corruption. It is often argued, for instance, that central planning in Soviet-type economies requires corruption to deal with the bottlenecks that arise in production.100 Against this one might want to consider the possibility that without corruption there would be fewer bottlenecks.101

The conclusion we derive from these two premises is that the optimal intermediate solution (moderate corruption) may be unfeasible. In practice, we are constrained to choose between the corner solutions: little corruption or heavy corruption. ‘If truth, honesty and altruism are valuable traits in some areas of social life, they may be impossible to preserve if dishonesty is openly tolerated elsewhere’.103 Beyond a certain threshold, the whole fabric of society may unravel. In Chapter 5 I argued that the likelihood of unravelling depends on the technology of collective action and on the particular motivational mix in the population. In any given case, it may be difficult to predict what will happen if some corruption is tolerated. Some regimes – Thailand is sometimes cited as an example – seem to tolerate stable levels of moderate corruption.104 The United States also seems to have a moderate and fairly constant level of corruption. As a policy prescription, however, experimenting with corruption would be disastrous. When broken bones set, they become stronger than before, but no responsible doctor would prescribe a fracture for people who depend on their strength. There are simply too many things that could go wrong.

In a recent study of corruption and the decline of Rome, Ramsay MacMullen found the privatization of public offices to have been a major element in the regime’s decay. A central mechanism was that whereby illicit exactions of money from the citizens became part of acceptable custom (consuetudo). Commenting on two texts from the fourth century, MacMullen writes that they ‘not only make plain how completely the ethics of taking pervaded the judicial system, but how irresistibly; first, it eluded control; then, when confronted, it asserted its right to exist against the conventional ethics’.105 Corruption can be kept in check as long as it pays homage to the virtue of hiding itself. Even when everybody knows that corrupt practices exist, the need to keep them secret imposes a limit on their extent. As observed in Chapter 3, social norms often have this effect. When office-holders openly claim rights to the spoils, so that offices are used as collateral for loans,106 it is a sign that the norm has lost its grip.

Further on, MacMullen summarizes the transition in a comment on a late-fourth-century text that is worth citing at some length:

Contemporaries speak tolerantly, or at least make little or no complaint, about the exaction of small sums by small bureaucrats in the later empire. That wasn’t the problem. Libanius puts his finger on something more serious when he declares his acceptance of a certain degree of extortion, in the triangle that joins himself, his peasants, and the local military commander. It is all right, he says, ‘for the masters to offer something to the powerful, on behalf of the laborers, rather than the laborers as a check on the masters. The one gives solidity to the owners’

101 See the similar arguments in Chapter 3 with respect to the alleged benefits of revenge.
102 At least I assume it is optimal, for the sake of argument.
world, while the other, leaving no place for trust [in the master], undermines its very foundations'. And he goes on to speak of the need to preserve due order and rank. He is ready to meet the demands of the local commandant — to pay 'protection'. What he finds intolerable is the destruction of the patron-dependent relationship that had for so long maintained a village under his control.

The owners' world is the old world.... You knew where and who you were and where you would be tomorrow — which is really what Libanius is getting at when he speaks of taxis, 'assigned position and proper order'. A world in which, by contrast, assistance from the powerful is given for money establishes no structure at all. Rather, it dissolves all ties: no sense of obligation or honor, 'no fides can remain, where all that people are considering is the size of their profits'.... Each purchase is a thing in itself. Before and after, no one owes anybody anything. Therefore it is not suited to long-term or complicated necessities; and relationships involving anything other than the wish for material possessions have no chance to develop. In both the new and the old world there was ample room for greed and self-interest; but only in the old (many characteristics of which survived into the later empire, of course) was there also room for the Roman species of honor.107

This is an argument that norms are needed to solve both problems of social order. When profit replaces honour and power is for sale, transactions become less predictable and less cooperative. Could not, however, long-term self-interest substitute for social norms? Clearly, in the Roman world it did not. Let us look more closely at this proposal.

Credibility

An important condition for predictable behaviour is the ability to make credible communications about what one will do under future circumstances. Societies in which such statements of intention are ipso facto credible enjoy more stability than do those in which credibility depends on whether it will be in the speaker’s future self-interest to do what he has announced that he will do. The ability to make credible communications also affects the second problem of social order, that of cooperative behaviour, although the net impact is ambiguous. The ability to make credible promises enables people to cooperate more than they would otherwise have done. The ability to make credible threats reduces the level of cooperation from what it would otherwise have been.

There are, I believe, five ways in which a threat or promise to act against one’s immediate self-interest can be made credible: investment in bargaining power, precommitment, long-term self-interest, social norms and investment in reputation. Of these mechanisms, the first three are variations on the theme of rational self-interest. The fourth, or so I have argued, differs radically from instrumental rationality. The last mechanism trades on people’s uncertainty about each other’s rationality. In a society in which it is known that some people are moved by rationality and others by social norms, but there is some uncertainty as to which people belong to which category, it may be rational to invest in a reputation for being irrational.

The rest of this chapter tries to substantiate these assertions. I proceed in three steps. First, I discuss the concept of credibility and its relation to the concepts of trust and trustworthiness. Second, I survey the sources or causes of credibility. Finally, I consider the effects of credibility on the transacting parties and, more generally, on the problem of social order.

To illustrate the problem of credibility, let us assume that we are dealing with a one-shot game between two rational players, Eve and Adam (Fig. 2).

107 Ibid. Libanius' Oration 47 is cited again in the powerful conclusion to the book (pp. 196–7). I lift a very similar passage on the breakdown on machine politics in Chicago from a recent mystery novel: 'The old patronage Machine is dead. The line of continuity has been broken. ... There's no standing debts in the Party anymore. Every deal you cut is a fresh deal' (Campbell 1988, p. 153, italics added).
The payoffs to Eve are assumed to be constrained by \( a > c \) and \( a > d \). She has an incentive, therefore, to induce Adam to move left, using a threat, a promise or a combination. Assume first that \( a > b > c > d \). Then Eve can threaten to move right if Adam moves right. But this threat is not credible. He knows that she will not cut off her nose to spite her face by moving right; hence he moves right, knowing that she will move left. The outcome will be worse for Eve and better for Adam than it would have been had the threat been credible. Assume next that \( b > a > d > c \). Then Eve can promise to move left if Adam moves left. Once again, however, this promise is not credible. Adam knows that once he has moved left it will be in Eve’s self-interest to move right. As a result he will move right and Eve will move right, leaving them both worse off than they would have been had her promise been credible. Assume finally that \( b > a > c > d \). Here Eve can brandish both the carrot and the stick, promising to move left if he moves left and threatening to move right if he moves right. Neither communication is credible; Adam moves right, Eve moves left; he is better off and she is worse off than they would have been had the promise/threat been credible. Note that the lack of credibility can affect efficiency as well as distribution. In this case noncredible threats affect distribution only, whereas noncredible promises also affect efficiency.¹⁰⁸

Figure 3 presents a more complicated example. In the natural order of things, player I would move right and then II would end the game by behaving similarly. However, II might try to force the outcome \((3,6)\) by threatening to move left. Anticipating that move, I might then threaten to move right if II moves left. If both are rational, neither threat is credible. If, however, both threats are (somehow) made and carried out, the outcome \((1,1)\) is worse for both than it would have been had no threats been made. Hence the credibility of bilateral threats affects efficiency and not just distribution.

We may compare the concept of credibility with that of trust, which has recently been discussed at great and interesting length in a volume of essays edited by Diego Gambetta.¹⁰⁹ On one conception, trust and trustwor-

---

¹⁰⁸ Another difference is that a threat is efficacious only if there is no need to carry it out, whereas a promise has an effect only if actually kept. A noncredible threat would be dismissed by the argument ‘You wouldn’t do it’, whereas a noncredible promise would be met by the argument ‘You won’t do it’.


---

¹¹⁰ This seems, for instance, to be the central idea in Dasgupta (1988).


¹¹³ Lorenz (1988) argues (p. 208) that the relation between managers in the contracting and subcontracting firms he studied are ‘at an intermediate level between friends and strangers’.
payments because it has invested heavily in expensive capital equipment, this threat lacks credibility, since the union will know that the firm cannot afford a protracted work stoppage. Similarly, if the firm’s inventories are low, the union will know that the firm cannot risk losing its customers. The case is, of course, more complex than that illustrated in Fig. 2, since the union, too, would suffer from a lock-out. The outcome depends, as explained in Chapter 2, on who will suffer most from a work stoppage. The general point, however, stands: a threat of lock-out is not credible if the union knows that it would not be in the firm’s interest to carry it out.

Suppose now that the union and the firm reach an agreement. In the Rubinstein bargaining model, the agreement is simply assumed to be binding. In this sense the bargaining game is actually cooperative rather than noncooperative.\(^{114}\) In the context of labour–management bargaining in the real world, this is a reasonable assumption to make. Agreements are binding because enforceable by the courts. In a more general discussion, the assumption is inappropriate, since the establishment of courts and enforcing agencies is itself a problem that falls within its scope. The fundamental problem of social order – why we are not in the state of nature – cannot be solved by reference to the existence of highly evolved juridical institutions. The question, therefore, is whether the wage agreed upon by Rubinstein-type bargaining can be sustained without third-party enforcement. The following discussion suggests a negative answer.

If wages are paid at the end of the production period, the following game arises. At the beginning of the period, workers have the choice between working and not working. If they decide to work, the firm has the choice, at the end of the period, between paying them the agreed-upon wage and not paying them. If this was all there was to the story, it would be clear that a rational firm would decide not to pay them and that rational workers, anticipating nonpayment, would decide not to work. Any promise of payment that the firm might make would lack credibility. As a consequence, both the firm and the workers would end up worse off than they would have had the promise of payment been credible.

Let us now go back to the bargaining problem and ask what the firm might do to make its threat more credible. For one thing, it might forgo capital-intensive techniques and work instead with inferior, labour-intensive methods. True, in doing so it would cause the total volume of production to fall, but it would still be rational if the loss were offset by the higher share accruing to the firm due to its greater bargaining power. For another, it might decide to build up larger stocks. Once again, the costs involved in building larger warehouses and the like might be offset by the gains from larger bargaining power. Although investments in bargaining power are socially wasteful, they may well be individually rational.

The workers would be doubly hurt by such tactics. There would be less to share, and their relative share would be smaller. To prevent this loss, they might promise not to use any bargaining leverage that would be created by capital-intensive techniques or low inventories. Specifically, they might promise to let the firm keep at least the level of profits it would make with inferior techniques or higher inventories. But this promise would not be credible. The firm would know that once it had invested in capital-intensive techniques, it would be in the workers’ interest to use their bargaining power to depress profits below the promised level. The workers’ promise to abstain from making credible threats would not be credible.\(^{115}\)

Hence we see that even unilateral threats can affect efficiency, not only distribution. An actual threat affects distribution only, but the anticipation of a threat may induce behaviour, designed to reduce the credibility of the threat, that reduces the total to be distributed. The anticipation of this behaviour may, in turn, induce a promise not to carry out the threat. But this promise will not be credible. More generally, there are many promises – not only those designed to reduce wasteful strategic adaptation – that, if respected, would benefit both parties but are not made or, if made, are not believed.

Layoff policies present a similar problem. It might seem to be unambiguously in the interest of firms to be able to lay off workers whenever business conditions are bad and, moreover, to be able to choose which workers to lay off. Workers, however, have a clear interest in job security. Moreover, to the extent that layoffs sometimes have to be made, a majority of the workers would want them to be governed by seniority. On reflection,\(^{115}\) we may note at this point that credible threats differ from credible warnings. The ‘morale’ effect discussed in Chapter 6 could never be parleyed into a bargaining chip, since the workers cannot threaten to become demoralized if their wages fall below the reference level or fall behind the wages of some reference group. For one thing, the ‘decision to be demoralized’ is paradoxical and probably nonfeasible, like a decision to believe or a decision to forget (Elster 1983a, ch. 2). For another, even if the workers could make themselves demoralized, it would not be in their interest to do so. But the workers or their leaders could credibly issue a warning that lower wages would lead to a fall in morale, work effort and productivity.

---

\(^{114}\) Friedman (1986), p. 171. I am indebted to Adam Przeworski for making me see the implications of this fact.

\(^{115}\) We may note at this point that credible threats differ from credible warnings.
however, the firm also has an interest in job security and layoffs by seniority, since these practices reduce turnover and thereby increase productivity and (other things being equal) profit.\textsuperscript{116} Nonunionized firms may not, however, be able to make credible promises that layoffs will be made by seniority. If the firm gets into trouble, it will usually want to lay off the least productive workers or, more generally, use the layoff policy that maximizes its chances of surviving. Knowing this, workers will not believe in promises that layoffs will be made by seniority. Acting on that knowledge, they will tend to quit more frequently, thereby reducing productivity and making it more likely that the firm will in fact get into trouble. In unionized firms, by contrast, the union can act as an enforcer of the promise and thereby make it less likely that the occasion to keep it will ever arise. Unionization is to some extent in the firm’s interest since it needs the union in order to make credible promises that layoffs will be made by seniority. However, since unions also seek to raise the wages of their members, the firm may decide that on the whole it is better off without them.\textsuperscript{117}

As this example suggests, \textit{precommitment} is a generic technique for lending credibility to threats and promises.\textsuperscript{118} If Eve can enlist the assistance of the snake and write an enforceable contract that the snake will punish her if she fails to carry out her threat or promise, Adam will know that she has an interest in sticking to her announced intention. One reason workers expect to be paid by the firm at the end of the production period is that the wage contract will be enforced by the courts if the firm fails to respect it. The firm might even volunteer to post a bond in order to persuade the workers that the managers will not simply abscond from the premises. Similarly, a threat to strike can be made more credible if the union takes steps to incur extra costs if it fails to do so. Union leaders might, for instance, assert publicly that they will strike unless their demands are met, to ensure that by not striking they will suffer a loss of prestige that will offset the costs of striking and hence add credibility to their threat.

Let me turn to the impact of social norms on credibility. I shall refer to Figs. 3.2 (p. 124) and 3.3 (p. 135), together with some of the earlier observations prompted by those games.

With rational players the outcome of the game in Fig. 3.3 will be (2, 2). Player I will move right, anticipating that II will then move left. Although II might threaten to move right if I moves right, the threat is not credible. Assume now that II is a ‘person of honour’, known for never making an empty threat or breaking a promise. In that case, the threat to move right if I moves right is credible, and I will move left if he is rational. If I, too, is moved by a code of honour that tells him never to be taken advantage of, he will move right and take a loss rather than yield to the threat. As a result, both are worse off than if I had been rational.

Similar effects may be produced by norms of distribution. Consider Fig. 3.2. Rational players will converge on (3, 1). Any threat by II to go right will not be credible. Assume, however, that II is moved by an egalitarian norm. In that case, he might be willing to cut off his nose to spite his face: he would rather take nothing than accept the inegalitarian distribution. Knowing this, I will move left, if he is rational. Once again, however, I might also be moved by normative considerations. He might, for instance, believe in a norm of equity that justifies unequal reward by unequal contributions. If I believes himself to have made a greater contribution to the dividend than II, he, too, might take nothing rather than accept the egalitarian distribution.

Similarly, promises that would otherwise not be credible may become so if backed by norms of honesty. In the game depicted in Fig. 4, rational players will end up at (1, 2). Player II will anticipate that if she moves across so that I is able to make his second move, I will move down and leave II with 1, which is less than what II will get if she moves down. If, however, I is known to be utterly honest, he can make a credible promise to move across on the last move, thus ensuring (3, 3). Here unilateral honesty ensures gains for both parties. The example of wage payment illustrates this case. If the firm is known to be honest, it is in the self-interest of the workers to come to work.

\textsuperscript{116} Freeman and Medoff (1984), ch. 11. \textsuperscript{117} Ibid., ch. 12. \textsuperscript{118} Schelling (1963) remains an invaluable and inexhaustible source of insights on this topic.
In other cases, both parties have to be honest. In Fig. 5, both parties must believe each other to be honest for an outcome Pareto-superior to (1, 1) to be realized. (At least, I shall tell a story in which this is a plausible conclusion.) Assume first that I is honest but believes II to be rational rather than a person of honour. In that case I could move across at the first node and promise to move across at the third node, knowing that II will then move down at the last node. But if I is a person of honour, he will not accept the unequal outcome (2, 4), but rather move down at the first node to ensure an outcome in which he is not taken advantage of. Assume next that II is honest but believes I to be rational. Then II will anticipate that at the penultimate node I will play down rather than across, even if II has made a credible promise to play across at the last node. Knowing this, II will play down at the second node. Knowing this, I will play down at the first node.

Note that honesty is not the same as altruism. In the game of Fig. 5, assume that I is an altruist in the sense of always maximizing the sum of the two rewards but that II is purely selfish. Neither is honest, that is, neither can be counted on to keep a promise unless it is in his (altruistic or selfish) interest to do so. This will ensure the outcome (2, 4). Player II will know that at the penultimate mode, I will play across rather than across, even if II has made a credible promise to play across at the last node. Knowing this, II will play down at the second node. Knowing this, I will play down at the first node.

Altruism may yield socially desirable outcomes even in the absence of honesty.

Conversely, cutthroat competitiveness in the market may coexist with stable norms of honesty, if the agents are motivated by self-interest without guile. Indeed, this has always been considered to be the ideal form of capitalism. Cutthroat competitiveness without honesty, that is, self-interest with guile or opportunism, is a much uglier creature. Superficially, most advanced industrial societies would seem to exhibit more honest behaviour than what the opportunism model would predict. Yet we must be wary of inferring from the fact that observed behaviour is consistent with norms of honesty that it is actually sustained by these norms. It could also be sustained by a motivation neglected up to this point in the argument, namely long-term self-interest.

Consider again the wage payment problem. If there is a single period of production and wages are paid at the end of that period, the promise to pay will not be credible. If, however, there are many periods and wages are paid at the end of each of them, the promise can be sustained even if managers are known not to be honest. They will know, namely, that if they do not pay the workers, the latter will not come to work in the next week. More precisely, workers can follow the rule 'Always work in the first week. In later weeks, work if and only if wages were paid at the end of the preceding week'. Against this 'Tit-for-Tat' strategy (a variant of that discussed in Chapter 1) the rational response of management usually is to pay wages. Long-term self-interest can mimic the norm of honesty. It can also mimic codes of honour. A threat that would not be credible in a one-shot game may become so if the threaten follows the strategy of executing it if and only if the other party failed to be deterred by it in the previous game.

Let us, however, consider this problem more carefully. For long-term self-interest to induce the firm to pay wages, it must not be too myopic. In fact, a myopic firm will be doubly tempted to defect. In the first place, we saw in Chapter 2 that a myopic bargainer is at a disadvantage. By his impatience he will be forced to concede more than he would otherwise have done. If the union is less impatient, it may claim and get high wages. The combination of high wages and myopia may then, in the second place, induce the firm to defect at the end of the first period. I asserted in Chapter 1 that cooperation in an iterated Prisoner's Dilemma is rational only if the parties do not discount the future too heavily, and a similar consideration obviously carries over to the present case. In general, cooperation in iterated games depends both on the reward parameters and on the rate of time discounting. In this special case, the reward parameters themselves are influenced by time discounting, which has a crucial role in determining the outcome of bargaining.

Assume, then, that both the firm and the union know that the firm is so myopic that it will not keep its promise of paying wages at the end of the
period. No agreement will be struck, to the detriment of both parties. But there is an alternative: an agreement to pay wages at the beginning of each period. The firm can use the strategy of paying wages in the first week and then, in later weeks, to pay if and only if the workers actually performed in the previous week. If the workers’ rate of time discounting is suitably low, their best reply is to come to work each Monday. It may be easier for the parties to reach agreement if they can bargain over the institutional setup of wage payment, as well as over the actual amount of wages.

It could well happen, of course, that neither institutional arrangement will induce cooperation. Both parties might be too myopic to be trusted. But what if both are sufficiently patient to be trusted? What will determine whether workers will be paid at the beginning or at the end of the period? More generally, which self-enforcing agreement will be realized when there are several such arrangements none of which dominates the others? We seem to be thrown back into a bargaining problem, but at a deeper level at which there are not, to my knowledge, any appropriate theoretical tools available.

The central idea in the preceding argument was that rationality may have different implications in one-shot games and in iterated games. In addition, iterated games can be exploited to create doubts about one’s rationality. In a one-shot game, it can never (by definition) be rational to carry out a threat if doing so is contrary to one’s interest. In iterated games, it may be rational to act contrary to one’s interest, in order to build up a reputation for toughness that will pay off in later games. Often, it will not be clear whether a person is, in fact, moved by a code of honour that will not allow him to back down. Not everybody wears his norms on his face, as mafiosi are supposed to do. If, for instance, I have to make strong demands on behalf of my union, I cannot simply assert that I am a man of honour. To impose myself, I may have to act in irrational ways, effectively cutting off my nose to spite my face. My bargaining opponent will then have to think twice before insulting me by refusing to give in to my demands. All that is required is an initial belief that there is some chance (it may be quite small) that I am, in fact, irrational. By acting irrationally, I then force him to upgrade the probability that I am, in fact, irrational. But if he knows me to be rational, he will conclude that my apparently irrational behaviour is just faking, and my investment will have been wasted. A similar argument applies to investment in a reputation for being cooperative.

I now turn to the consequences of these credibility-enhancing procedures. On the one hand, we have to enquire into the costs and risks of achieving credibility. On the other hand, we must ascertain the costs and benefits of credibility once achieved by whatever means. Individually rational procedures for achieving credibility may not be socially desirable.

As emphasized in Chapter 2, investment in bargaining power is never socially desirable. Precommitment to promises is always socially desirable, unless the costs of precommitment exceed the joint gains from credibility. It does not follow, however, that it will always be undertaken when the costs are smaller than the joint gains, only if the gains to the promiser exceed the costs. There might, for this reason, be underinvestment in credibility. From the social point of view, precommitment to threats is usually bad or disastrous. Since the costs of precommitment have to be deducted from the total to be shared, precommitment to threats affects efficiency as well as distribution. More seriously, if both parties precommit to themselves, the threats may actually have to be carried out, perhaps at great cost to both and to third parties. I can think of only one case in which precommitment to a threat is desirable, namely if the certainty that the threat will be carried out deters the other party from wasteful investments in bargaining power that it might otherwise have made. Investment in reputation can also be costly. Nuclear deterrence, for instance, is more credible if the other side can be led to believe that one’s own side is led by a madman who would rather blow up the whole world than give in to an attack. To cultivate a credible image of madness, national leaders might have to impose severe costs on their nations.

When more threats and promises are credible, two things follow. First, people will do more harm to each other. This conclusion requires a

---

120 Kreps and Wilson (1982). As briefly mentioned in Chapter 3, the assumptions behind their argument are somewhat artificial.


122 Dasgupta (1988), p. 64, makes essentially the same point.

123 For the impact of threats on the level of cooperation, see Deutsch and Krauss (1960), who find that there is less cooperation when both parties have threat technologies available to them than when only one party has this option, and less cooperation in the latter case than when neither party has it. Since the feasibility of threats is a necessary condition for their credibility, enhancing the former ought, other things being equal, also to enhance the latter.
couple of intermediate steps: when threats are more credible, more threats will be made; and when more threats are made, more threats will actually be carried out. The last premise is plausible in light of the fact that the social norms that make threats credible may also lead their targets to ignore them, as was observed earlier. Societies with strong norms of vengeance have more death from violence than others.\textsuperscript{124} Second, people will help one another to a larger extent when it is to their mutual advantage to do so. Free riding on the efforts of others will be deterred both by credible promises to reciprocate and by credible threats to punish lack of reciprocation. Needless to say, these large claims are highly speculative. Although I believe they are roughly plausible, they do not allow of anything like empirical or deductive demonstration.

Let me conclude with another speculative argument, to the effect that scientific, technical, economic and social development tends to erode the ability to make credible threats and promises, by undermining social norms and reducing the scope for long-term self-interest. This historical argument, taken together with the theoretical argument sketched in the preceding paragraph, suggests that modern societies are safer and bleaker than their traditional counterparts. They are safer because fewer threats are made and carried out, and bleaker because fewer promises are made and kept. People are less violent, but also less helpful and cooperative. In addition, bonds of altruism and solidarity may also be weaker. It will be clear from the next few paragraphs that the historical part of this argument is not only speculative but open to numerous counterexamples. I am not claiming that the trend is unambiguously towards a society in which credible threats and promises can no longer be made, only that the net effect of several opposing tendencies may well be in that direction.

In traditional, prescientific societies, people are more likely to be swayed by social norms than by means–ends considerations, simply because less is known about ends–means relations. People need guidance for their actions. When lack of understanding of natural or social causality makes it hard to predict the outcome of action, rationality may not provide much help. Social norms, by focusing directly on action rather than on its consequences, are more useful. They can tell people what to do when they are ignorant of, and therefore unable to compare, the outcomes of the courses of action that confront them.\textsuperscript{125} Now, this argument is suspiciously functionalist. It seems to say that social norms can be explained by their ability to guide action, but it does not provide a mechanism by which that consequence of norms helps to bring them into being or to maintain them. Because I have no idea what the mechanism would be like, the argument is conjectural and does not bear much weight.

A second reason that social norms may lose their grip on the mind in the modern world derives from the social and geographical mobility that is part and parcel of industrial societies. Mobility tends to weaken social norms.\textsuperscript{126} When people spend more of their time with strangers, the external sanctions that are so important for sustaining norms lose their force. Why should I mind being ostracized by someone whom in any case I am unlikely to meet again? However, new norms emerge to regulate relations among strangers. Queuing, for instance – Sartre’s paradigmatic example of ‘serial existence’ – is guided by a number of complex norms.\textsuperscript{127}

Increased social mobility has two additional effects. First, it tends to undermine bonds of altruism and solidarity, simply because people are not around each other long enough for these to develop. Second, social mobility reduces the scope of arguments from long-term self-interest. It is generally recognized that Tit-for-Tat arguments work best in small and stable societies, in which there is a high probability that the same people will interact over and over again.\textsuperscript{128} Conversely, in modern societies interaction is often too ephemeral for implicit promises and threats to ensure cooperation. Altogether, therefore, the low turn-over rates in traditional communities enforce cooperation in three distinct ways: by promoting stronger emotional bonds among the members, by providing more effective sanctions for promise breaking and by increasing the scope for long-term self-

\textsuperscript{124} In Chapter 3 I reported the estimate in Chagnon (1988) that 30% of deaths among adult males among the Yanomamó Indians were due to violence. Boehm (1984), p. 177, reports that between 1901 and 1905 the percentage of deaths from violent causes in northern Albania averaged around 25% and adds that most were probably due to feuding rather than warfare.

\textsuperscript{125} Commenting on the 1938 Munich agreement with Hitler, William Pfaff speculates about what might have happened if Czechoslovakia had fought, and then goes on to write: ‘Speculation aside, there is a policy counsel in this: When you cannot know how something will come out, principle is the safest guide. It is better to do what is honorable. If in 1938 everyone had done what was honorable, however blindly they acted, it could have spared us a world war’ (International Herald Tribune, 24 September 1988; my italics). Whether or not it makes sense as policy advice (see Elster 1989a, sec. 4.4), the observation may have some explanatory power: when people do not know how something will come out, they turn instead to ‘blind’ nonconsequentialist principles.

\textsuperscript{126} Tocqueville (1969), p. 308; Tumin (1957).

\textsuperscript{127} See e.g., Czwartosz (1988), as well as the discussion in Chapter 3 of the norm against buying into a queue.

interest. In many actual cases, all three mechanisms are inextricably intertwined, but they can and do also occur separately. Remember, however, the other side of this coin. Hate as well as love is more likely to emerge in small, tightly knit communities. Threats as well as promises are more credible when people play iterated games with one another. Social norms add credibility to threats as well as to promises.

How does the decline of the Roman Empire, as explained by MacMullen, fit in with this argument? A central part of the process was the decline of patron–client relations and their replacement by a more mercenary relationship between soldiers and peasants. The former amounted to an implicit long-term contract, in which protection against uncertainty was exchanged against tribute, not unlike American machine politics. Here, long-term self-interest could reinforce and act in concert with notions of honour and loyalty. The question is whether the time horizon of the Roman army commanders was long enough to allow for an implicit contract with the peasantry to emerge. What was their life expectancy? How long was their time of office? Were they frequently rotated? How frequently did the army itself move around? The evidence for the later part of the empire is scanty, but perhaps we can infer, from the fact of the observed decline, that the peasant–army relationship was too unstable for long-term relations to emerge.

A third reason for believing in the weakening of social norms also has to do with the incessant change in the modern world. Norms that tell people what to do have no force when the prescribed or proscribed action ceases to be feasible, as may well happen in a state of flux. The norm against rate busting disappears when individual piece work is replaced by team work. The norm against nobles marrying commoners disappears when there are no more nobles. The norm of helping neighbours with the harvest disappears if market changes force the community to shift to animal husbandry. In a constantly changing society the new practices will themselves disappear after a while, before any new social norms have had the time to emerge and regulate them. When change is the rule, however, norms emerge that regulate people’s attitudes towards change. We have seen, for instance, that wage setting is guided by the norm that employers can reduce wages when profits are threatened because of declining demand, but not when the worker’s bargaining power is reduced by unemployment.

The title of this book embodies a large problem, which I have split up into two slightly smaller but still enormously large questions. What is it that enables people to predict each other’s behaviour? What is it that enables them to cooperate with one another? The partial answers I have provided are several sizes smaller than the questions. Altruism, envy, social norms and self-interest all contribute, in complex, interacting ways to order, stability and cooperation. Some mechanisms that promote stability also work against cooperation. Some mechanisms that facilitate cooperation also increase the level of violence. Each society and each community will be glued together, for better and for worse, by a particular, idiosyncratic mix of these motivations. But the basic ingredients that go into the cement seem to be more or less the same in all societies, even if they can be combined in innumerable ways.

129 Ramsay MacMullen, personal communication.
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